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Abstract. In this paper, we study extreme values of non-stationary climatic phenomena. In the usually considered stationary case, the modelling of extremes is only based on the behaviour of the tails of the distribution of the remainder of the data set. In the non-stationary case though, it seems reasonable to assume that the temporal dynamics of the entire data set and that of extremes are closely related and thus all the available information about this link should be used in statistical studies of these events. We try to study how centered and normalized data which are closer to stationary data than the observation allows easier statistical analysis and to understand if we are very far from a hypothesis stating that the extreme events of centered and normed data follow a stationary distribution. The location and scale parameters used for this transformation (the central field), as well as extreme parameters obtained for the transformed data enable us to retrieve the trends in extreme events of the initial data set. Through non-parametric statistical methods, we thus compare a model directly built on the extreme events and a model reconstructed from estimations of the location and scale parameters of the entire data set and stationary extremes obtained from the centered and normed data set. In case of a correct reconstruction, we can clearly state that variations of the characteristics of extremes are well explained by the central field. Through these analyses we bring arguments to choose constant shape parameters of extreme distributions. We show that for the frequency of the moments of high threshold excesses (or for the mean of annual extremes), the general dynamics explains a large part of the trends on frequency of extreme events. The conclusion is less obvious for the amplitudes of threshold exceedances (or the variance of annual extremes) – especially for cold temperatures, partly justified by the statistical tools used, which require further analyses on the variability definition.

1 Introduction

Studies of global warming and its potential cause – greenhouse gases, are raising fundamental questions and an increasing concern about the problem of the pertinent usage of extreme models in the field of climate (Beniston and Stephenson, 2004; Stott et al., 2003; Palmer and Räisänen, 2002). This work aims at analyzing the non-stationarity of climatic extreme events – their temporal variability beyond the seasonal effect, inherent to the system.

The classical analysis is based on the Extreme Value Theory (EVT) for the stationary case, obtaining constant parameters of the distribution of extremes. Those values are related in a complex manner to the distribution $F$ of the data $X_i$ (e.g. temperature time series) and are in general unobtainable from the usual estimation of $F$ (Embrechts et al., 1997). Therefore, since the extreme parameters depend on subtle properties of the tail of the distribution, the whole data set is usually disregarded when modelling extremes.

The mathematical theory is divided into a probabilistic part (the approximation of the extremal distributions and of the dates of exceedances) mostly studied with stationary assumptions for distributions of observations with regular tails and a weak temporal dependance, and a statistical part difficult to assess because of small samples of extremal values. For the non-stationary case allowing for a temporal evolution of extremes, the main part of the probabilistic theory remains valid. The statistical properties are affected though primarily because of the lack of temporal asymptotics.

Our article aims at presenting a mathematical framework for non stationary extremes and in particular, at proposing a methodology to study the relations between the dynamics of the central field (characterised by a location parameter of the temperature - as the mean or the median, and a scale parameter - as the standard deviation or an inter-quantile range) and the extremes (characterised by quantities of the same type for very high or very low temperatures). We shall see later that...
the main analysis are not affected by the choice of the location and scale parameters and thus, we choose the mean and the standard deviation for simplicity.

In the non-stationary case, a trend in the mean affecting the entire observation set must imply a trend of extreme events. The same is true for a trend in the variability of data. It is indeed physically reasonable to assume that the entire observation set can experience trends occurring in the mean and/or variance, contributing to trends in extremely rare values. The implicit question is the connection between the entities of the central field and extreme events: does a relation (simple enough to be useful) explain unequivocally a part or the whole non-stationarity of extremes?

It seems that the intuitive approach considers the behaviour of extremes to be relatively independent from the central field, and the tendency is to work only on extreme data. In this paper, we thus try to discuss this approach and present preliminary results intending to be a preambule to future works and development. We will examine to which extent are extremes explained by central trends. If the information given by the central field is insufficient, it could be interesting to investigate other reasons for the presence of trends in extremes. If \( F_t \) are time dependent distributions of \( X_t \), we should examine what kinds of deformations \( F_t \) of some \( F \) can give the observed or estimated behaviour of extremes (of their parameters). Of course these deformations would be constrained to keep \( F_t \) at least with zero mean and unit variance but also possibly to keep time invariant a finite number of other parameters as moments, quantiles or the shape extreme parameter. It is quite impossible to choose one solution among all possibilities without a non mathematical a priori information and, until today, climatic physical considerations on temperature do not give such elements. The study of this problem is thus outside of the scope of this paper.

Although more of a qualitative than quantitative study, this type of general research offers an enriched comprehension of the climatic system and thus improves modelling of extremes.

Under the hypothesis quoted above, the distribution of \( M_j \) – maximum values of observations during year \( j \), conveniently centered and scaled by quantities depending on the length \( n \) of the year, is approximated by a Generalised Extreme distribution (GEV). If \( F_t \) is considered annually constant but varying for each year, the approximation of the distribution will remain valid if for each year-block, the daily distribution is regular enough to apply the EVT. In this simple case we can theoretically extend the framework of the EVT to annual maxima \( M_j \) of year \( j \) modelled by independent variables from a Generalised Extreme distribution depending on parameters varying from year to year.

The same questions arise for observations above (below) a high (low) threshold instead of maxima per year-blocks. The asymptotic justification of the use of a POT.NS model (non stationary Peaks over Threshold models) is more complicated than for the maxima (GEV.NS). We will thus provide only the main results. We shall also discuss the case of a GEV model with variations inside a year-block and more generally what kind of non-stationarity can be allowed in these studies.

Our starting point, rather common, is the simplest data transformation defined by

\[
Y_t = \frac{X_t - m_t}{s_t},
\]

where \( m_t \) and \( s_t \) are a location and scale function respectively.

We denote by \( H \) the following hypothesis:

\[
(H) : Y_t = \frac{X_t - m_t}{s_t}
\]

follows a distribution \( G \), with \( G \) invariant in time.

\( Y \) is the result of a simple transformation of data, but other transformations could be considered (i.e. logarithmic, powers, etc. ...)

This hypothesis \((H)\) has been already discussed in the literature. Katz and Brown (1992) introduced “local properties” as the (relative) sensibility of the probability of extremes events to a change in mean or variance of the whole observation set. In a more global perspective, Ferro and Stephenson (2005) propose a procedure testing analogues of \((H)\) using the estimates of a limited set of quantiles at two different times. One important reason to use these techniques is that popular methods for testing distributional equality between two samples (as the Kolmogorov-Smirnov test) are based on distances of the empirical functions not taking into account the extreme quantiles. Therefore, the mentioned paper uses, among others, very large quantiles whose behaviour is linked to that of extremes in order to test \((H)\) on disjoint parts of original sample. Still, the tests performed are based on quantiles and the proposed bootstrap procedure remains perhaps difficult to apply in the context of extreme values. Our attempt is thus different and employs the EVT to address extreme distribution.

From the hereditary property of POT models (see Appendix A) or for GEV annual models, it is easy to compute the parameters of the non-stationary models (POT.NS and GEV.NS) of extremes of \( X_t \) from the properties of \( Y_t \) in our analysis and reciprocally. The advantage of these transformations is to alleviate the usage of statistical tools, as the transformation reduces the non stationarity of the data.

We can recover the extreme models of \( X_t \) from the knowledge we can get of the extreme model linked to \( Y_t \) and that of \( m_t, s_t \). We call this approach the indirect model or reconstruction procedure.

Thus, we can compare the two ways of estimating the same model of extremes of \( X_t \) – the direct application of the non-stationary EVT to \( X_t \) ignoring the information of the whole observation set and the indirect approach consisting in estimating in a first step \( m_t \) and \( s_t \) from the whole data set, then fitting a (non)stationary model for \( Y_t \) and reconstructing the extreme parameters of \( X_t \). We then discuss their differences and analyse the circumstances invalidating \((H)\).
Under hypothesis \((H)\), the trends in extreme events would be due to a translation/scaling effect of the central field. Thus the first question we attempt to answer concerns the complexity of the dependence of the evolution of extremes to that of the “central” climate.

If \((H)\) is verified, we obtain a stationary reconstruction, i.e. all extreme parameters can (in a statistical meaning) be chosen as constant including the shape parameter \(\xi\), and the same value of \(\xi\) can be chosen for both models. If \((H)\) is not true, only \(\xi_i\) is the same for both models for every \(t\). The previously mentioned hypothesis of time invariance of the \(\xi\) parameter of extreme distributions is a reasonable hypothesis and is justified by mathematical studies of the estimation of this parameter on different time periods of a long climatic series (Parey et al., 2006; Chavez-Demoulin, 1997). Moreover, considering the difficulties to estimate \(\xi\), regular trends (e.g. linear trends) of this parameter will have minor statistical sense and will be in general refuted by goodness-of-fit tests (Nogaj et al., 2006). Furthermore, this parameter is the main parameter to describe the behaviour of the tail of the distribution (Embrechts et al., 1997), thus a varying \(\xi\) conveys the acceptance of a significant variation of the considered variable. If the distribution of \(M_j\) varies along with \(j\), it seems more physically reasonable to consider that those variations occur with a constant \(\xi\) parameter, since this implies that the tail of the distribution of \(X_t\) remains substantially constant.

In the case of (partial) invalidation of \((H)\), we could work with the centered and normed variable \(Y_t\), and find possible deformations of the distribution \(G_t\) of \(Y_t\) leading to the observed trends of \(X_t\). Indeed, we could show that many deformations occurring with a constant null mean and unit variance, constant \(\xi\) but also with a fixed finite sets of arbitrary quantiles or moments, can generate the same trends in extremes. As mentioned before, this analysis is out of the scope of this paper.

Seasonality driven non-stationarities are treated in different ways in literature (Coles, 2001) (e.g. for tidal extremes (Tawn et al., 1994) or for water vapors (Smith et al., 2000)). Some approaches solve these cases with deterministic temporally varying components, but theoretical and practical considerations are still not completely stabilised. In our study, we investigate trends of extreme events reaching beyond matters of seasonality.

Non stationarity is here expressed using the intuitive variable “time”, but for climatic time series, it could be any environmental covariate or index, as greenhouse gas emissions, atmospheric circulation indices (as the North Atlantic Oscillation index) or others. These indices, functions of time, would justify prediction studies based on extrapolations. The variation of extremes can thus be expressed in terms of covariates having their own dynamic and/or depending on time (Nogaj et al., 2006; Nogaj et al., 2007).

2 Models for non stationary extremes

We begin our study by investigating the simplest and most common problem, and we compare the behaviour of the temporal evolution of the whole observation data set with the trends observed in yearly most extreme data. Let \(F_t\) be the distribution of \(X_t\).

In the simplest case of an annually constant \(F_t\), the annual maxima \(M_j\) of year \(j\) are modelled by independent variables with a GEV distribution:

\[
G(x) = \begin{cases} 
\exp \left\{ -1 + \xi \left( \frac{x-\mu(j)}{\sigma(j)} \right)^{-\frac{1}{\xi}} \right\}, & \text{if } \xi \neq 0, \\
\exp \left\{ -\exp \left( -\frac{x-\mu(j)}{\sigma(j)} \right) \right\}, & \text{if } \xi = 0. 
\end{cases}
\]  

(1)

Let \((\xi, \mu(j), \sigma(j), j=1, ..., A)\) be the parameters of a non-stationary GEV model we denote by \(GEV.NS\). We shall suppose that \(\xi\) does not depend on \(j\) as discussed previously.

An alternative approach consists in choosing a high threshold (often constant) \(u(t)\) and considering observations \(X_t\), such that \(X_t > u(t)\). The constructed Peaks over Threshold model in this non-stationary context \((POT.NS)\), consists of dates of exceedances following a non-stationary Poisson process with intensity \(I(t)\), and of threshold excesses \(x = X_t - u(t)\), with a Pareto distribution:

\[
G(x) = \left( 1 + \frac{\xi x}{\sigma(t)} \right)^{-1/\xi}.
\]

The Poisson process and Pareto variables are independent. \((\xi, \sigma(t), I(t), u(t))\) are the parameters of the \(POT.NS\) model.

We have thus three different types of models.

1 – For \(X_t\), we work with the following relation:

\[
X_t = s_t Y_t + m_t
\]

where \(m_t\) is a location parameter (mean or median) and \(s_t\) is a scale parameter (standard deviation or interquantile interval) and \(Y_t\) is a centered and normalized sequence of weakly dependent random variables

2 – For yearly records we define the direct annual model by the following relation, \(a\) being the year index:

\[
M_a = \mu(a) + \sigma(a) G_\xi(a)
\]

where \(G_\xi(a)\) is a sequence of independent variables with a GEV distribution of location 0 and scale 1 (or another fixed value) and shape parameter \(\xi\).

3 – We define the direct \(POT.NS\) model for a suitable threshold \(u(t)\) as:

\[
X_t = U(t) + \sigma(t) \pi_\xi(t)
\]

varying extremes described by a POT model for temperature data – the concept of non-stationary return levels, in preparation, 2007.
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where \( t_i \) are the successive events of a Poisson process of intensity \( I(t) \) and \( \pi \xi(i) \) is a sequence of Pareto distributions with parameters \( (\xi, 1) \).

The three relations are thus regression models with non constant variances and noises with specified distributions in the two last cases.

In a first step, for both GEV and POT models, the temporally dependent parameters are modelled by functions (called “non parametric” in statistical terminology). In order to be able to estimate these functions from only a finite data we need to suppose specific regularity conditions. In fact, these functions are estimated through non parametric statistical procedures such as penalised likelihoods providing cubic spline estimates (Green and Silverman, 1994; Wahba, 1990), kernel procedures (Silverman, 1986) or local polynomials (Davison and Ramesh, 2000).

To assess demands of predictability, and thus analytical extrapolations of the parameter functions we could, for instance, choose the class of polynomial functions of maximum degree \( K \), defined by a relatively small number of parameters (“parametric models” in statistical terminology).

3 From temporal transformation of data to distribution deformations

As mentioned in the introduction, we denote by \( (H) \) the hypothesis: \( Y_i = X_i - m_i \) follows a distribution \( G \), with \( G \) invariant in time. We note that the \( (H) \) hypothesis, is a particular case of a general transformation of data of the form \( Z_i = \Psi_i(X_i) \).

When the extreme models of \( X_i \) are recovered from the knowledge we can get of the extreme model linked to \( Y_i \) and that of \( m_i, s_i \) this model is said to be obtained by a “reconstruction procedure”.

If \( (H) \) is verified, we obtain a stationary model – extreme parameters of the transformed data are constant, and we note the reconstruction of the extreme model of \( X \) to be “constrained”.

3.1 Obtaining approximate stationarity after centering and scaling

3.1.1 GEV.NS models

We shall assume that the distribution of \( F_i \) is such that a GEV distribution with parameter \( \xi_1 \) successfully approximates the block maxima distribution, with \( m_i \) and \( s_i \) respectively denoting the location and scaling parameters.

We will consider annual models, i.e. \( m_i \) and \( s_i \) are constant in a block and are therefore denoted by \( m_a \) and \( s_a \) respectively, for \( r \in a \). We will show further-on (see Sect. 3.1.2) how these hypotheses can be relaxed.

Let \( M_a = \max_i X_i \), \( M_a \) has an approximate GEVNS distribution \( G(\mu_a, \sigma_a, \xi_1) \). If \( M_a^* = \max_{i \in a} \frac{X_i - m_a}{s_a} = \max_{i \in a} Y_i \), then

\[
\mathbb{P}(M_a < x) = \mathbb{P} \left( M_a^* < \frac{x - m_a}{s_a} \right)
\]

where \( M_a^* \) is a sequence with approximate GEV distribution \( G(\mu_a, \sigma_a, \xi_1) \). If the hypothesis \( (H) \) is satisfied, \( \mu_a \) and \( \sigma_a \) are independent from \( t \). From Eq. (2), for every \( x \) and every \( a \), we obtain

\[
\xi X = \xi Y, \quad \sigma_a = \sigma_a s_a, \quad \mu_a = m_a + \mu_0 a s_a
\]

3.1.2 POT.NS models

Let \( u(t) \) and \( w(t) \) be two thresholds, large enough for the model to be correctly approximated by a POT distribution. From \( Y_i = X_i - m_i \), the threshold for reconstruction is given by \( u(t) = s_i v(t) + m_i \) and \( P(X_i > u(t)) = P(Y_i > v(t)) \).

For convenience, we shall denote the trend in a parameter, say the location \( m \), by \( m(t) \) or \( m(t) \) indistinguishably.

We find (see Appendix A) the following relations for parameters of a POT.NS model of \( X \) (with threshold \( w(t), \ v(t) \) being the threshold for \( Y \)):

\[
\xi X = \xi Y
\]

\[
\sigma_a(t) = \sigma_a(u(t) + \xi(s(t)v(t) + m(t) - w(t)))
\]

\[
J_u(t) = \left( 1 + \frac{\xi}{\sigma_w} (s(t)v(t) + m(t) - w(t)) \right)^{-\frac{1}{\xi}} I_w(t)
\]

where \( s_i v(t) + m_i - u(t) > 0 \).

For the case where \( s_i v(t) + m_i - u(t) > 0 \), we can find analogue relations for \( \sigma_u, I_u \) and \( J_u, I_u \) by inverting \( X \) and \( Y \) and \( u \) and \( w \).

Those relations are true no matter if the thresholds are constant or not and the hypothesis \( (H) \) is satisfied or not. If \( (H) \) is true though, \( \sigma_u \) and \( J_u \) are constant.

Similarly, those relations do not depend on the choice of the location \( (m(t)) \) and scale \( (s(t)) \) functions, and can thus be chosen as the mean and standard deviation.

4 On the use of these results

The procedure for both GEV and POT models consists of the following steps:

1. Direct estimation through non-parametric procedures of the model of extremes of \( X \) giving the parameters \( (\mu_a, \sigma_a, \xi_1) \) for the GEV case and \( (\xi_1, \sigma_w, I_w) \) for the POT case, after the choice of \( w \).

2. Estimation of \( m_i, s_i \) and computation of \( Y_i \); choosing a threshold \( v \) for the transformed data \( Y \).
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3. Estimation of \((\mu_0, \sigma_0, \xi, \gamma)\) and/or \((\sigma_{u,t}, I_{u,t}, \xi, \gamma)\) for both cases: without constraints and under stationarity hypothesis for \(Y\) extremes.

4. Application of the above formulas of reconstruction for \(X\) for the two cases; comparison and evaluation of the reconstructions

It seems possible to test directly the stationarity of \(Y_t\), but in fact classical tests perform weakly in presence of a varying \(s_t\).

The results presented in the following part aim at identifying statistical models for both methods acquired at a high threshold.

The arising question we address here concerns the statistical procedures allowing for the usage of those results. We use the reconstruction in two “directions”. The comparison of the trends in extremes obtained through the direct non-stationary procedure and the reconstructed model without constraints of Sect. 3.1.2 allows to test the quality of the statistical methods for the two results. Occurring dissimilarities are only due to statistical errors.

4.1 Verifying the “reconstruction” relations

We estimate in a non-parametric way, through procedures such as penalised weighted least squares, the mean \(m_t\) and the variance \(s_t\) of \(X_t\). Similarly, smoothed \(\mu_{w,t}\) and \(\sigma_{w,t}\) and \(\xi\) can be obtained through penalised likelihood (Green and Silverman, 1994). We can estimate \(I_{w,t}\) through kernel methods (Silverman, 1986). The same methods can be applied with \((Y, v)\) instead of \((X, w)\).

As stated earlier, to verify the correctness of the \((H)\) hypothesis, we estimate \(\xi, \sigma_u\) and \(J_u\) or \(\mu_u\) through standard procedures with the constraint of stationarity of POT or GEV models, assuming the parameters of \(Y_t\) to be constant. We also estimate the parameters of \(Y_t\) without the stationarity constraint.

Non-parametric and qualitative plots allow us to evaluate the correctness of the equations relating \(X_t\) and \(Y_t\) – namely, the relations (4) and (5). The evaluation of the quality of the reconstructed trends of extreme parameters \(\sigma_{u,t}\) and \(I_{u,t}\) can be done through simulations to point the magnitudes of probabilities of deviations between the two models. A simpler method, consists in computing the absolute area difference between the reconstructed and estimated time-varying parameter normalised by the area under one of the functions, for instance the direct one. This value (denoted by \(\Delta\), see Sect. 5.1) can be considered as a useful adjustment criterion to evaluate the correctness of our methodology. We compute it both for the reconstruction based on the general POT model for \(Y_t\) and that considering the \((H)\) hypothesis true. We can obtain distributions of this quantity through simulation analyses.

If the reconstructed trends \(\sigma_{u,t}\) and \(I_{u,t}\) are not convenient enough, the hypothesis is invalidated, and we can reasonably state that \(m_t\) and \(s_t\) are not exhaustive explanations of present trends in the extreme values.

4.1.1 Time-varying threshold

Another issue raised by this analysis is the question of a time-varying threshold. Indeed, we can be interested in finding a non-stationary \(u_t\) so that the moments of exceedances would be a stationary Poisson process. Among all representations of extremes, the obtained model seems to be the easiest to interpret as \(u_t\) becomes the natural trend and the remaining term consists of a noise with varying variance.

Let \(X_{t_1}, \ldots, X_{t_k}\) be the subsequence of \(X_t\) such that \(X_{t_i} > u_t\), then \(X_{t_1}, \ldots, X_{t_k}\) is the trajectory of \(X^*\), a POT.NS model with parameters \((\xi, \sigma_{u,t}, I_{u,t})\) with

\[
I_{u,t} = \left(1 + \frac{\xi}{\sigma_{u,t}} (u_t - w_{s,t} - m_t)^{-1/\xi}\right) J_{w,t}.
\]

Therefore, we look for a constant \(I_u\), the mean number of exceedances every year (arbitrary but large enough for statistical purposes) such that:

\[
u_t = m_t + w_{s,t} + \frac{\sigma_{w,t}}{\xi} \left(\frac{I_u}{J_{w,t}}\right)^{-\xi} - 1 \quad (6)
\]

The corresponding \(\sigma_{u,t}\) is obtained through the following formula:

\[
\sigma_{u,t} = \sigma_w \left(\frac{I_u}{J_{w,t}}\right)^{-\xi}.
\]

4.1.2 Parametric estimations

A simple technique for the purpose of extrapolation, or to obtain a global visualisation (e.g. involving multiple grid points) requires to estimate \(s_t, m_t, \sigma_r, I_t\) with parametric models, like polynomials, to get confidence intervals. Still, the estimation of parameters as well as the choice of the best models, is done through procedures based on likelihoods, for which the statistical asymptotic theory might not be justified. Also, the problem of choosing a model remains complex for the purpose of our analysis. Still, an example of a procedure through polynomial estimation will be presented in Sect. 5.3.

5 Examples

The presented examples will show the application of our methodology to different types of data. To check the validity of the \((H)\) hypothesis, we obtain the mean \(m_t\) and the variance \(s_t\) as well as the stationary extreme parameters. With those data, and with Eqs. (4) and (5), we reconstruct the non-stationary parameters of the POT.NS model \(\sigma_{u,t}\) and \(I_{u,t}\).

5.1 Simulated example and statistical criteria

To assess the correctness of our theoretical results as well as the precision of the obtained reconstructions, we will work...
We present the results for the moving average estimation. – moving averages, spline functions or local polynomials. No assumption of stationarity of the obtained distribution of the GPD are also possible, and the estimation would be done for the true mean and variance (\(\Delta(m(t), \hat{m}(t))\), \(\Delta(s(t), \hat{s}(t))\)), as well as between different reconstructions, direct estimations or theoretical Poisson intensities with notations specified in Sect. 5.1.

### Table 1

<table>
<thead>
<tr>
<th>(\Delta)</th>
<th>Mean</th>
<th>SD</th>
<th>25%</th>
<th>75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta(m(t), \hat{m}(t)))</td>
<td>0.0012</td>
<td>0.0004</td>
<td>0.0009</td>
<td>0.0015</td>
</tr>
<tr>
<td>(\Delta(s(t), \hat{s}(t)))</td>
<td>0.0139</td>
<td>0.0052</td>
<td>0.0103</td>
<td>0.0174</td>
</tr>
<tr>
<td>(\Delta(l_X, I_X^{(s)}))</td>
<td>0.0705</td>
<td>0.0335</td>
<td>0.0463</td>
<td>0.0868</td>
</tr>
<tr>
<td>(\Delta(l_X, I_Y^{(s)}))</td>
<td>0.1224</td>
<td>0.0473</td>
<td>0.0877</td>
<td>0.1503</td>
</tr>
<tr>
<td>(\Delta(l_Y, I_X^{(s)}))</td>
<td>0.01792</td>
<td>0.0802</td>
<td>0.1223</td>
<td>0.2281</td>
</tr>
<tr>
<td>(\Delta(l_Y, I_Y^{(s)}))</td>
<td>0.0912</td>
<td>0.0329</td>
<td>0.0656</td>
<td>0.1126</td>
</tr>
<tr>
<td>(\Delta(l_Y, I_Y^{(s)}))</td>
<td>0.1062</td>
<td>0.0378</td>
<td>0.0784</td>
<td>0.1311</td>
</tr>
<tr>
<td>(\Delta(l_Y, I_Y^{(s)}))</td>
<td>0.0901</td>
<td>0.0293</td>
<td>0.0685</td>
<td>0.1091</td>
</tr>
</tbody>
</table>

The adjustment criterion was computed to compare estimated and true mean and variance for the case where we estimate \(m\) and \(s\) to obtain \(f\) and \(g\), and \(\Delta(f, g)\). We will denote by \(\Delta(l_X, I_X^{(s)})\) the case where we use the true functions \(m\) and \(s\). Functions \(f\), \(g\) can be the Poisson intensity for data \(X\) – \(I_X^{(s)}\) (obtained directly through kernel methods), \(I_X^{(s)}\) (reconstructed), \(I_X^{(s)}\) (reconstructed with stationarity assumption of data \(Y\)), and for data \(Y\) – \(I_Y^{(s)}\) (kernel method on the transformed data) and \(I_Y^{(s)}\) (under stationarity constraint). Similar notation can be adopted for the scale parameter of extremes (\(\sigma\)), estimated by spline functions or local polynomials (\(\sigma_X\)). To assess the errors of statistical procedures, we also compute the \(\Delta\) for the difference between the true and the estimated mean \(\hat{m}(m(t), \hat{m}(t)))\) and standard deviation \(\hat{s}(s(t), \hat{s}(t)))\).

An illustration of case (1) and (3) is represented on panels (a) and (b) of Fig. 1, respectively. It depicts the reconstructions of the Poisson intensity under hypothesis (H) (plain line with stars), the reconstruction of the Poisson intensity based on the assumption of non-stationarity of \(Y\) (dashed line), the kernel estimation with bandwidth \(h=629\) (plain line) and the “theoretical” curve of \(I(t)\) obtained through substitution of the true \(m_t\) and \(s_t\) for the centered and normed data. The reconstructions are qualitatively good, \(\Delta(l_X, I_X^{(s)})=0.06\) and 0.09, respectively. The depicted trend in extremes is due to the variation of the mean of the whole data set. As stated earlier, deviations from the theoretical value 0 of \(\Delta\) indicate imprecision in the reconstructed parameter due to errors in the estimations of \(m_t\) and \(s_t\) and that of the POT parameters (see Table 1). Also, we infer from the comparison of panels (a) and (b) of Fig. 1, that the introduction of temporal variability in the variance hinders the reconstruction procedure.

As we have introduced it, \(\Delta\) denotes the difference between each time-varying parameter computed with the direct model for \(X_t\) (“theoretical” if \(m_t\) and \(s_t\) are known) and the reconstructed model with or without the (H) hypothesis. It measures the precision of statistical procedures. In theory, as we showed above, \(\Delta\) should be equal to 0. The distances between the reconstructed model with stationarity constraint and the unrestricted procedure measures the plausibility of (H). The distribution of \(\Delta\) has been studied through simulations and can be characterised by some of its main features represented in the Table 1. This table of distributions can be a good basis for decisions when trying to debate on the validity of hypothesis (H), although conclusions should be drawn with care.

### 5.2 Warm observed temperatures example – the (H) hypothesis

The aim of our study is to be able to obtain trends in extreme events based on the information we get from the whole observation set, and more precisely the mean \(m_t\) and the variance \(s_t\). Encouraged by our previous results performed on simulated data, we apply our procedure to temperature observations over a predefined station over Paris and over Prague.
We make use of a long time series over Montsouris (Paris, France) of 131 years (1873 to 2003) taken from the data set produced by the European Climate Assessment project (Klein Tank et al., 2002), where we define the summer season to start the 14 June and end the 21 September. We first estimate the trend of the mean and variance. We consider those values to be constant during a season and to vary on a yearly basis. We first obtain \( m_t \) and \( s_t \) for \( X_t \), where \( a \) corresponds to each year, \( m \) is the mean of the summer observations and \( s \) is the standard deviation. The same analysis has been performed choosing the median and the inter-quantile range, obtaining similar results to those illustrated later-on. We then apply a cubic spline procedure to smooth \( m_t \) and \( s_t \), which are then replicated for each year, to obtain \( m_t \) and \( s_t \). The resulting trends are used to compute \( Y_t = \frac{X_t - \bar{m_t}}{\bar{s_t}} \). We assume \( Y_t \) satisfies the previously introduced hypothesis (H), and we apply the POT procedure to compute the extreme parameters of \( Y_t \). Thus, we get \( \xi = -0.314, \alpha = 2.12, \alpha_x = 0.66 \). The threshold for \( X_t \) is \( w = 32.05 \). Without any complex procedures to detect trends in the extremes of \( X_t \), the plain line on Fig. 2 shows the reconstructed \( \sigma(t) \) and \( I(t) \) of the GPD (panel a) and Poisson process (panel b) respectively.

As a way of validation, we estimate \( \sigma(t) \) through cubic splines (dashed line), which we represent on the Fig. 2a. Similar results were obtained with local polynomial estimations. The reconstruction based on Eq. (4) follows the spline curve rather closely (\( \Delta(\sigma_x^r, \sigma^r) = 0.33 \)), which is a good indication of the performance of our statistical tools, although the reconstruction without the stationarity assumption of \( Y_t \) is better \( \Delta(\sigma_t, \sigma^t) = 0.175 \). Similarly, the application of Eq. (5) gives a proper reconstruction of \( I(t) \). Indeed, the computed \( I(t) \) (plain line on panel b) follows closely the kernel estimation (dashed line) \( \Delta(I_{t}^x, I_t^k) = 0.14 \). The kernel estimator is subject to overfitting and depends on the size of the bandwidth used. Thus, the beginning and ending section corresponding to the width of the window were not represented.

We notice that the difference between \( \Delta(I_{t}^x, I_t^k) = 0.14 \) – providing the adjustment criterion between the reconstructed \( I(t) \) (under the (H) hypothesis) and the kernel estimate, and the \( \Delta(I_{t}^x, I_t^k) = 0.11 \) between the kernel estimate of \( I(t) \) and the reconstructed Poisson intensity discarding the (H) hypothesis (no stationary assumption of the centered and normed \( Y_t \) variables) are small. As they are relatively close to 0, and close to the mean of the \( \Delta \) value obtained through simulation, they show that both reconstructions are correct and that deviations from 0 might be the result of the statistical procedures used. The immediate conclusion we get from the analysis of these results is that the (H) hypothesis seems to be validated – the mean and the variance of the whole observation set are closely linked to the trends in the occurrence of extreme events in the sense that the hypothesis “\( Y_t = \frac{X_t - \bar{m_t}}{\bar{s_t}} \) are stationary observations” can be accepted in a statistical framework.

A closer analysis shows that the general trends are correctly reconstructed for intensities despite visible difficulties at turning points. These problems are mainly due to
Fig. 2. Extreme trend analysis over the Montsouris station of warm summer temperatures. Panel (a): Exceedances over the threshold $u=32.045$ (dots) and $\sigma(t)$ obtained through different procedures: penalised likelihood (plain line), reconstruction based on Eq. (4) (plain line with stars), reconstruction discarding the ($H$) hypothesis of stationarity of $Y_t$ (dashed line). Panel (b): Approximation of the Poisson intensity (bars) and $I(t)$ obtained through different procedure - kernel methods (plain line), reconstruction based on Eq. (5) (plain line with stars) and reconstruction without the stationarity hypothesis of $Y_t$ (dashed line).

Fig. 3. Same as Fig. 2, but for the Prague station.

statistical subtleties of estimations and smoothing. For $\sigma_t$ the reconstruction with hypothesis ($H$) does not seem to fit its estimated analogue everywhere. It seems that additionally to a statistical problem linked to the approximation of $s_t$, there remains a part of $\sigma$ not taken into account by the stationary model. The conclusion remains unclear.

Figure 3 illustrates the same analysis, performed on the Prague station for $\sigma_t$ and Fig. 4a shows the results for $I_t$. The results on $I_t$ present a spectacular accuracy of our methodology. Again, general trends are correctly estimated and small discrepancies are found over turning points, still producing a relatively small adjustment criterion $\Delta(\sigma_t, \sigma')=0.2$. Comparing Figs. 3 and 4a shows that the reconstruction performed on the Poisson intensity is better than for $\sigma_t$. Since the reconstruction of the scale parameter of the GPD is not very accurate (but better than that of Montsouris) both for the case considering the $H$ hypothesis true and the one with no constraints on the stationarity of the $Y_t$ model, we conclude that the inexactitudes are probably not due (in this case) to the validity of the $H$ hypothesis. It might be a statistical error connected with estimation problems of $s_t$, $\sigma_t$ or of the shape parameter $\xi$ of the extreme distribution.

5.2.1 Warm temperatures – POT vs. GEV

A remarkable feature appears when analysing the POT models versus the maxima of the series. Figures 4a, b present the results of our methodology on a long time series of temperature observations over Prague (1997–2004). Panel (b) of Fig. 4 presents in parallel the sequence of annual maxima, and a smoothing produced through a moving average procedure of a 5 years window combined with an affinity to accentuate the turning points around local extremes. We establish a parallel between the variations of the annual maxima and the frequency of occurrence of extreme events. In general, a higher sequence of annual maxima will produce in response as accentuated succession of extreme exceedances. Adversely, lower than average maxima are related to fewer threshold excesses. This result directly relates block maxima to the POT methodology in an empirical way.
5.2.2 Extreme warm temperatures with a time-varying threshold

As presented in Sect. 4, the presented analysis gives mathematical foundations for an analysis of POT models with time-varying thresholds. For the presented time series of daily maximum temperatures over Prague \( (X_t) \), we compute the extreme parameters of the \( \text{POT} \) model \((\xi=-0.25, \sigma_w=2.048)\) for a threshold \( w=31.1 \). The Poisson intensity \( I_t \) of \( X_t \) is approximated by kernel estimators. We then apply Eq. (6) for \( J=0.016 \), which corresponds to the stationary intensity. Those values are chosen based on previously mentioned statistical properties and a fixed chosen intensity corresponding to an average of 1 event per year.

The obtained time-varying threshold \( u(t) \) is used to select new exceedances \( X^* \), for which we look for a \( \text{POT} \) model with a stationary intensity of the Poisson process. We thus estimate a new Poisson intensity \( \sigma(t) \) through kernel approximations. Figure 4c illustrates the resulting time-varying threshold producing stationary Poisson excess dates.

The superposition of the Poisson intensities of threshold exceedances of \( X_t \) (panel a), of the annual maxima of \( X_t \) (panel b) and of the time-varying threshold \( u_t \) (panel c) shows the impressive parallel between those features. The same analysis has been done for a time varying intensity of the dates of events of the \( Y \) data set. The resulting threshold differs slightly from the one presented on Fig. 4c, a dissimilarity mainly caused by the statistical constraints applied during the procedure.

As penalised likelihood methods are time-consuming, constructing \( \sigma(t) \) with the information we get from \( X_t \) as well as the stationary GPD model of \( Y_t \) seems to be an efficient alternative, which might prove to be more precise than polynomial fits and even spline functions, as more data is available to model the temporal evolution of \( m_t \) and \( s_t \) than \( \sigma(t) \), thus resulting in more accurate estimations.

5.3 North Atlantic example

We applied the described methodology to the National Center for Environmental Prediction (NCEP) reanalysis data over an extended region of the North Atlantic (NA) \((80^\circ \text{W}–40^\circ \text{W}, 30^\circ \text{N}–70^\circ \text{N})\), with a grid of 2.5° by 2.5° degrees. Warm seasons were selected from the 1948–2005 scope of daily data, thus providing 58 summer (June to August (JJA)) seasons of 90 days each. Although other variables can be used, we focused on very warm temperatures.

The advantage of this data set is that it provides gridded temperature data over the whole NA region. On the other hand, since we are in the presence of many gridpoints visual evaluation plots as presented earlier are not feasible. By proceeding in a point-wise manner, we determine of a high threshold (the 95th percentile of the data \( X_t \)) and apply the POT methodology presented in Nogaj et al. (2006). We will use the simple polynomial family as the function for the time covariate, to detect trends in the scale parameter \( \sigma_t \) and in \( I_t \). We estimate the extreme parameters through maximum likelihood procedures and determine of the best polynomial fit through likelihood ratio tests. Then, we center and normalise the data \( X_t \), and apply the procedure to the obtained data \( Y_t = \frac{X_t-m_t}{s_t} \). If the trend in extreme event over the NA region is uniquely described by the changes occurring in the mean and the variance of the whole data set, then the procedure should reject trends after centering and normalising the data.

Figure 5 shows the obtained degrees of the polynomial fits for the trends of the \( \sigma_t \) (panel a) of the GPD and \( I_t \) (panel b) of the Poisson process of the \( \text{POT.NS} \) model. 0 denotes stationary data, 1 and 2 linear and quadratic trends respectively.

![Fig. 4.](https://example.com/figure-4.png)
Positive and negative values denote increasing and decreasing trends, respectively. Panels (c–d) represent the detected trends applied on $Y_t$. Although norming and centering seem to “whiten” the graphs, which is translated by data becoming stationary after the removal of the trends in the mean and variance of the whole data set, we observe some regions where some trends in the $\sigma$ parameter appears to remain. The south-west of the NA is still affected by increasing linear trends. Surprisingly, some parts of western Europe (mainly northern France and Ireland) present decreasing trends of the scale parameter of extremes after the centering an norming whereas no trend was detected on unmodified data. As seen for the 5.2 results, we have more difficulties in the reconstruction of $\sigma_t$ than of $I_t$.

6 Conclusion

The analysed models for the central field and the extremes are seen as regression models. The POT model is applied to exceedances, which occur at moments following a Poisson process. The fundamental method presented in this paper is the introduction of a reconstruction procedure, which recovers the information we have about the extreme parameters characterising the dynamics of the extreme models. We showed, that from the information we have of the mean and the standard deviation of the whole dataset and that on the behaviour of the extremes of a process closer to stationarity, we retrieve the behaviour of the parameters of the GEV or POT models applied to block maxima or threshold excesses respectively.

This procedure is based on the introduction of a centered and normed variable $Y_t = \frac{X_t - m_t}{s_t}$, where $m_t$ and $s_t^2$ are the mean and the variance of the observations $X_t$ or any other parameters of location and scale. We formulated the hypothesis...
(H), stating that the extremal model of $Y_t$ is stationary. We focused our analysis on a verification of the mathematical foundation of this hypothesis through simulation procedures. We compare three types of trends to assess the quality of the retrieved information. First, we perform non-parametric estimations of the extreme parameters, which we then compare to the reconstructed trends under hypothesis (H) (with constant parameters of the extreme models of the $Y_t$ variable), and the trends obtained while discarding the (H) hypothesis, and considering the threshold excesses of $Y_t$ as non-stationary.

Thus, for simulated data with a trend in the mean and the variance, the centered and normed variable was obtained according to the estimated $\mu_t$ and $\hat{\sigma}_t$, and we analysed to what extend the trends occurring in extremes are driven by $m_t$ and $s_t$. We quantified the statistical error inherent to the procedure (due to estimation errors), based on the computation of the error between the reconstructed trends and the theoretical ones.

We then applied this reconstruction procedure to climatic data, to appraise the validity of the (H) hypothesis on temperature observations. Our results, obtained for several time series, clearly justify the (H) hypothesis for the intensity of occurrences of threshold exceedances. This inference is probably false in the case of amplitudes of those excesses, probably due in part to some important inaccuracies of the statistical procedures (both cubic splines and local polynomials were tested) but also of the classical modelling tools. Still, this procedure does not depend on the functions chosen to depict the location and scale parameters ($m$ and $s$), as both couples, mean/standard deviation and median/inter-quantile range were used to perform the analyses with very similar results.

As more data is available for the computation of the explanatory parameters of the whole data set, the estimation of $m_t$ and $s_t$ and therefore the computation of trends in extreme events as we showed in this paper seems to be more accurate than that of a direct search for time-varying parameters of extremes. Still, we acknowledge that the estimation of $m_t$ and $s_t$ is by itself a first source of statistical error specifically in the estimation of $s_t$. In fact, in climatic applications, it is not very satisfactory to consider $s_t$ as a smooth version of the intra-annual variability. There appears to exist an inter-annual variability, probably not negligible. An improved model of $s_t$ should thus include both the intra- and inter-annual variability, also adding a smooth deterministic parameter to a random effect depending on the observed temperature. This last point is relevant in order to have a model with random effects. But estimations of such a model remain to be performed.

Appendix A
Mathematical tools
Justification of Eqs. (4) and (5)

Let us recall the following hereditary property for POT.NS models. Let a POT.NS model with threshold $w(t)$, intensity $J_w(t)$ and parameters $(\xi, \sigma_w(t))$. Also, let $t_i$ the dates of exceedance of the threshold for the observation $X_t$. Let a new threshold $u(t)>w(t)$, and $X_{t_1}, ..., X_{t_J}$ be the subsequence of $X_t$ such that $X_{t_k}>u(t)$, then $X_{t_1}, ..., X_{t_2}$ is the trajectory of $X^+$, POT.NS model with parameters $(\xi, \sigma_u(t), I_u(t))$ with

$$I_u(t) = \left(1 + \frac{\xi}{\sigma_w(u(t) - w)}\right)^{-\frac{1}{\xi}} J_w(t)$$

$$\sigma_u(t) = \sigma_w(t) + \xi(u(t) - w(t))$$

Suppose now we have estimated a model POT.NS for $X_t$ for the threshold $w(t)$ with parameters $(\xi_1, \sigma_w(t), I(t))$ and a POT.NS for $Y_t = X_{t-m} - X_{t-s}$ with parameters $(\xi, \sigma_u(t), J_u(t))$. If $(X_t > u(t)) = (Y_t > v(t))$, then $u(t) = s(t)v(t) + m(t)$. Applying the previous result for hereditary property for $u(t) > w(t)$, we obtain:

$$\sigma_u(t) = \sigma_u(t) + \xi(s(t)v(t) + m(t) - w(t))$$

(A1)

$$J_u(t) = \left(1 + \frac{\xi}{\sigma_w s(t)v(t) + m(t) - w(t)}\right)^{-\frac{1}{\xi}} I_u(t)$$

(A2)

A similar result can be obtained for $u(t) < w(t)$ considering first the POT model of $Y_t$.

If the distribution is bounded, the computation is straightforward: let $x_{F_t}$ and $x_G$ be the upper bounds of $X_t$ and $Y_t$ respectively, we thus obtain:

$$x_{F_t} = s_t x_G + m_t = = s_t \left( v - \frac{\sigma_u}{\xi} \right) + m_t$$

From a statistical point of view, the situation is often more delicate: we cannot always find a value $w$ satisfying $w > I(u(t))$ for every $I(u(t)) = s_t u + m_t$ and such that there remains enough points above the threshold $w$ in order to perform a correct estimation of the parameters. To overpass this situation we notice that we can prove the relation (A2) (if $w < l(u(t))$), proceeding from the variable $Y$ to $X$). In this case, the limiting factor is the Poisson approximation, which can be invalidated for an inappropriate number of data points. In the unfrequent case where both approaches cannot solve the proper choice of the threshold $u$, a possible solution would consist in splitting the time series and applying two thresholds: $w > l(u(t))$ for one part of the data, and $w < l(u(t))$ for the other one.
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