Structure function analysis and intermittency in the atmospheric boundary layer
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Abstract. Data from the SABLES98 experimental campaign (Cuxart et al., 2000) have been used in order to study the relationship of the probability distribution of velocity increments (PDFs) to the scale and the degree of stability. This connection is demonstrated by means of the velocity structure functions and the PDFs of the velocity increments.

Using the hypothesis of local similarity, so that the third order structure function scaling exponent is one, the inertial range in the Kolmogorov sense has been identified for different conditions, obtaining the velocity structure function scaling exponents for several orders. The degree of intermittency in the energy cascade is measured through these exponents and compared with the forcing intermittency revealed through the evolution of flatness with scale.

The role of non-homogeneity in the turbulence structure is further analysed using Extended Self Similarity (ESS). A criterion to identify the inertial range and to show the scale independence of the relative exponents is described. Finally, using least-squares fits, the values of some parameters have been obtained which are able to characterize intermittency according to different models.

1 Introduction

The single point velocity structure function of order $p$, for a certain temporal scale ($\tau$), is defined as:

$$S_p(\tau) = \langle |u(t+\tau) - u(t)|^p \rangle$$

(1)

Richardson (1922) assumed the existence of an energy cascade, which was formalized along the so-called inertial range by Kolmogorov (1941, 1962). The spatial and temporal descriptions of the cascade may be exchanged assuming Taylor’s “frozen eddy” hypothesis (Stull, 1988), but care is needed in non-homogeneous flows (Mahjoub et al., 1998). Within the inertial range, for homogeneous and isotropic turbulence in local equilibrium, Kolmogorov (1941) established the following relation between the spatial structure functions and length scales ($l$):

$$S_p(l) \sim \langle \epsilon \rangle^{p/3} l^{p/3}$$

(2)

where $\langle \epsilon \rangle$ is the mean energy dissipation rate assuming that it does not vary in space or time. This inertial range spreads out from the integral scale (of the order of the scale which generates the perturbation) to the Taylor microscale (of the three standard turbulence length scales, the one for which viscous dissipation begins to affect the eddies) and continues further to smaller scales defined by Kolmogorov (the scale that characterizes the smallest dissipation-scale eddies; Glickman, 2000).

Whether we consider spatial or time dependence, if the conditions of existence of an equilibrium inertial range are satisfied, a potential type relationship is observed between the structure functions or different order, $p$, and the scale (e.g. Anselmet et al., 1984, for shear flows):

$$S_p(\tau) \sim \tau^{5_p}$$

(3)
where $\zeta_p$ is the so-called scaling exponent, now defined in time, but with the same value as the spatial ones, providing Taylor’s hypothesis holds (Stull, 1988). Willis and Dardoff (1976) showed that in order to satisfy the requirement for the eddy to have negligible change as it advects past a sensor, the wind standard deviation should be less than half the value of wind speed, and this condition is fulfilled by our data.

According to Kolmogorov’s (1941) initial theory, the mean energy dissipation rate, $\langle \varepsilon \rangle$, along the different scales of the Richardson cascade was expected to remain constant. Kolmogorov established a linear dependence of the exponents $\zeta_p$ as a function of the order $p$. However, experimentally, first Batchelor and Townsend (1949), and then Landau (see Landau and Lifshitz, 1959; Frisch, 1995), observed deviations from Kolmogorov’s theory. This phenomenon is generally known as intermittency of the turbulence cascade, and is characterized by the anomalous scaling exponents (deviations from the exponents $\zeta_p = p/3$ foreseen by Kolmogorov, 1941). In a more refined theory, assuming a log-normal variation, Kolmogorov (1962) introduced the possibility of scale dependence of dissipation, which sparked a wealth of different phenomenological models of turbulence, (see Frisch, 1995, for an historical account) that give several approximations to these exponents. Other methods try to derive intermittency directly from Navier-Stokes equations (see, e.g. Biferale, 1993; Li and Meneveau, 2005; or Li and Meneveau, 2006).

Thus, an index that characterizes the variation of probability distribution could be introduced as an intermittency index (of macroturbulence) related to flatness or Kurtosis. For example, Chevillard et al. (2005), considered the direct measure of $\log \left( \frac{F}{1} \right)$, where $F$ is the flatness of the velocity. Bottcher et al. (2007) have recently shown an example of the evolution of flatness with scale: for large scales, the flatness has values around 3 (Gaussian flatness), and it increases as the PDF appears more and more pointed. Another method of characterizing the intermittency of the cascade in the Kolmogorov (1962) sense is to measure the difference between 2 and the sixth order scaling exponent of the structure function, $\mu = 2 - \zeta_6$, but we should observe that this simply includes in a single parameter the many possible deviations from the Kolmogorov (1941) result ($\zeta_p = p/3$), including non-homogeneity and non-locality.

In this article, both indices of intermittency (scaling exponents and variation of flatness) will be measured for atmospheric boundary layer velocity data and related and,

Table 1. Micrometeorological variables for the different situations ($z=32$ m): mean wind speed ($\langle u \rangle$), inversion strength ($\Delta T_{50-0.22 m}$), wind speed variance ($\langle u'^2 \rangle$), vertical wind speed variance ($\langle w'^2 \rangle$), gradient Richardson number ($Ri$), Kolmogorov scale ($\tau_k$), Taylor scale ($\lambda_T$) and time integral scale ($T_0$).

<table>
<thead>
<tr>
<th>Day_time(GMT)</th>
<th>14:00:00</th>
<th>14:06:00</th>
<th>14:12:00</th>
<th>14:18:00</th>
<th>15:00:00</th>
<th>15:06:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle u \rangle$ (m s$^{-1}$)</td>
<td>7.65</td>
<td>6.32</td>
<td>8.42</td>
<td>7.69</td>
<td>3.05</td>
<td>3.75</td>
</tr>
<tr>
<td>$\Delta T_{50-0.22 m}$ (K)</td>
<td>0.65</td>
<td>1.63</td>
<td>-3.81</td>
<td>0.01</td>
<td>5.11</td>
<td>5.99</td>
</tr>
<tr>
<td>$\langle u'^2 \rangle$ (m$^2$ s$^{-2}$)</td>
<td>0.2558</td>
<td>0.288</td>
<td>2.7226</td>
<td>0.4603</td>
<td>0.0559</td>
<td>0.0134</td>
</tr>
<tr>
<td>$\langle w'^2 \rangle$ (m$^2$ s$^{-2}$)</td>
<td>0.1002</td>
<td>0.0794</td>
<td>0.6724</td>
<td>0.14</td>
<td>0.006</td>
<td>0.002</td>
</tr>
<tr>
<td>$Ri$</td>
<td>-0.0001</td>
<td>0.0011</td>
<td>-0.3851</td>
<td>0.0355</td>
<td>0.0908</td>
<td>0.1967</td>
</tr>
<tr>
<td>$\tau_k$ (s/20)</td>
<td>0.000516</td>
<td>0.00055</td>
<td>0.000637</td>
<td>0.000497</td>
<td>0.003361</td>
<td>0.002197</td>
</tr>
<tr>
<td>$\lambda_T$ (s/20)</td>
<td>0.16770</td>
<td>0.13031</td>
<td>0.30969</td>
<td>0.15690</td>
<td>1.13049</td>
<td>0.73006</td>
</tr>
<tr>
<td>$T_0$ (s/20)</td>
<td>152.39</td>
<td>62.71</td>
<td>629.56</td>
<td>134.76</td>
<td>1100.75</td>
<td>694.21</td>
</tr>
</tbody>
</table>
although with the present data it is not possible to establish a univocal correlation between the type of stratification and the degree of existing intermittency, a stronger dependence is found between the type of stratification and the structure functions. First we present the data, followed by the PDF and structure functions analysis, a statistical convergence study, the flatness and scaling exponents results, and finally the application of Extended Self Similarity and some other intermittent scaling theories.

2 Data

SABLES98 (Stable Atmospheric Boundary Layer Experiment in Spain 1998) data (Cuxart et al., 2000) from a sonic anemometer (20 Hz sampling rate) at 32 m were used. This field campaign took place in September 1998 (from 10 to 28) at the Research Centre for the Lower Atmosphere (CIBA) which is situated on the Northern Spanish Plateau. The surrounding terrain is fairly flat and homogeneous. In the experiment, different degrees of stable stratification were achieved during the night, from near-neutral to very stable conditions.

The analysis presented here was done for six different stability situations (with a temporal lag of 6 h) between 14 September at 00:00 GMT and 15 September at 06:00 GMT. Accordingly, this work examines not only nocturnal data, but also diurnal situations where convective instability was present. Turbulent and stability parameters as well as mean wind speed can be found in Table 1, although further information can be found in Yagüe et al. (2006).

A bulk index of the existing stability degree in each situation is the difference of temperature between the levels of 50 and 0.22 m showing the strength of surface-based inversion developed during the night, or the convective lapse rate during the day. It is also important to measure the level of stratification by calculating the local gradient Richardson number. This non-dimensional number takes into account the local vertical wind shear as well as the density gradient. In the turbulent kinetic energy equation, the Flux Richardson number is the ratio of the buoyancy and production terms, and relating fluxes to gradients (Redondo et al., 1996) it is possible to measure $Ri$ locally in general as:

$$Ri = g \Delta \rho L_0 / \rho u^2 \tag{4}$$

where $\Delta \rho$ is the density difference and $L_0$ is the integral scale. From the actual measured temperature and horizontal velocity data, the gradient Richardson number is defined (Cuxart et al., 2000) as:

$$Ri = \frac{\frac{g}{\rho_0} \frac{\theta'}{\theta} \frac{u}{\theta}}{\left(\frac{\theta''}{\theta''}ight)^2 + \left(\frac{\theta'}{\theta''}ight)^2} \tag{5}$$

To evaluate the gradients of wind velocity ($u$) and potential temperature ($\theta$), log-linear fits (Nieuwstadt, 1984) were made to the different levels data. The wind direction ($\alpha$) gradient is evaluated using simple linear fits:

$$u = a_0 z + b \ln z + c$$
$$\theta = a' z + b' \ln z + c'$$
$$\alpha = a'' z + c'' \tag{6}$$

It may be established from Table 1 (where all the stability and turbulent parameters agree) that on 14 September at 12:00 GMT there was a clearly convective instability situation, and that on 15 September at 06:00 GMT and at 00:00 GMT there occurred the most stable situations (higher inversion strengths and Richardson numbers, lower wind speeds and horizontal and vertical variances). However, smaller and less clear differences are found on 14 September at 00:00 GMT, 06:00 GMT and 18:00 GMT; according to the Richardson number, 00:00 GMT is the most neutral situation, while 06:00 GMT is the situation where vertical turbulent transfer is most inhibited (lower vertical covariance, lower wind speed and greater inversion strength).
Fig. 2. Order 1 structure function (left) and Standard deviation (right) versus $\Delta T_{50 - 0.22 \text{m}}$ for a certain scale: (a) and (b): 1 (s/20); (c) and (d): 10 (s/20); (e) and (f): 20 (s/20) (Dots represent conditions every 30 minutes) (Including the coefficient of determination corresponding to least-squares linear fit).
Fig. 3. PDFs of velocity increments for different scales: (a) the 14th at 00:00 GMT; (b) the 14th at 06:00 GMT; (c) the 14th at 12:00 GMT; (d) the 14th at 18:00 GMT; (e) the 15th at 00:00 GMT; (f) the 15th at 06:00 GMT.
Table 2. Estimated scale ranges (s/20) for the different situations analyzed.

<table>
<thead>
<tr>
<th>Day</th>
<th>Time (GMT)</th>
<th>Range (Kolm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>14,00:00</td>
<td>2–59</td>
</tr>
<tr>
<td></td>
<td>14,06:00</td>
<td>2–81</td>
</tr>
<tr>
<td></td>
<td>14,12:00</td>
<td>1–74</td>
</tr>
<tr>
<td></td>
<td>14,18:00</td>
<td>3–14</td>
</tr>
<tr>
<td></td>
<td>15,00:00</td>
<td>Not possible</td>
</tr>
<tr>
<td></td>
<td>15,06:00</td>
<td>Not possible</td>
</tr>
</tbody>
</table>

In order to investigate the relationship between structure functions and stability, five-minute series were analyzed every 30 min between 14 September (00:00 GMT) and 15 September (06:00 GMT). The variable studied was the horizontal velocity component in the mean flow direction ($u$), thus all further conclusions only apply to the horizontal structure of the boundary layer turbulence. It is clear that for less stratified turbulence the cascade will be more three-dimensional, while the reduction of the vertical scales below Oszmidov’s length scale as stratification increases will flatten Reynolds’ stresses in spite of a possible internal wave field.

3 Analysis of structure functions and PDFs

The potential relationship produced by Eq. (3) is shown in Fig. 1, where two structure functions (order 1 and order 6) have been represented for different situations. It is observed that by far the highest values for structure functions correspond to 14 September at 12:00 GMT, followed by the same day at 18:00 GMT and 06:00 GMT; then 14 September at 00:00 GMT and, finally, with values much lower than the previous ones, the situations represented for the 15th.

Higher values of structure functions imply a higher range for velocity increment values. That is to say, the dispersion of these increments is greater, due to a lack of homogeneity. Structure functions and the degree of stratification must therefore present a certain relationship, as shown in Fig. 2, where an increase in the value of the structure functions may be observed (specifically of $S_1$ and standard deviation – square root of $S_2$ – ), as the instability is increased (lower values in the temperature difference between the levels of 50 and 0.22 m.).

On the other hand, the phenomenon of intermittency alludes to infrequent events, which correspond to the velocity increments furthest from zero. Thus the greater or lesser stretching of the tails in the PDFs is indicative of the (greater or lesser) grade of intermittency (Frisch, 1995; Sorriso-Valvo et al., 2000; Chevillard et al., 2006). In order to study these behaviour patterns, in Fig. 3 we have represented the PDFs (in log scale) of the velocity increments normalized by the Standard Deviation, corresponding to different scales and for the different situations. The following characteristics are observed:

1. The behaviour pattern of the scales, in a given situation, proves to be quite similar for the larger scales. The most
Fig. 5. Product of the $p$-power ($p=1, 3, 6$ and $12$) of the velocity increments by its corresponding probability versus the velocity increments for different scales: (a), (b), (c), and (d) for the 14th at 00:00 GMT; (e), (f), (g) and (h) for the 14th at 06:00 GMT.
Fig. 6. Product of the $p$-power ($p=1, 3, 6$ and $12$) of the velocity increments by its corresponding probability versus the velocity increments for different scales: (a), (b), (c), and (d) for the 14th at 12:00 GMT; (e), (f), (g) and (h) for the 14th at 18:00 GMT.
Fig. 7. Product of the $p$-power ($p=1, 3, 6$ and $12$) of the velocity increments by its corresponding probability versus the velocity increments for different scales: (a), (b), (c), and (d) for the 15th at 00:00 GMT; (e), (f), (g) and (h) for the 15th at 06:00 GMT.
significant differences are appreciated in the tails of the smaller scales.

2. In Fig. 3b and c the tails of the smaller scales stretch further than in the other cases, indicative of a higher degree of intermittency. On the other hand, in Fig. 3e and f (the most stable situations) the tails of the smaller scales are more closed, especially in case 3f, where it may be seen that the PDF of scale 1 falls within the other PDFs.

The flatness of the PDFs shown above is statistically defined from the structure functions as:

\[ F = \frac{S_4}{(S_2)^2} \]  

(9)

As we have already said, flatness seems to be a very good indicator of the degree of existing intermittency: Biferale et al. (2008) point out that, when flatness changes with scale following a potential law, intermittency is present. Figure 4 shows, in log-log scale, the evolution of flatness with scale. It may be quite clearly seen that the greatest decrease of flatness with scale corresponds to 14 September at 12:00 GMT. However, the increase of flatness for the 15th at 06:00 GMT is particularly significant, in accordance with the closing of the PDFs for the smaller scales as mentioned above.

In order to show the degree of statistical convergence displayed by the structure functions of the successive orders, we calculated for velocity increments, the product of the corresponding probability by the \( p \)-power of those increments (Schumacher, 2001). The area below the curve thus obtained corresponds to the moment of order \( p \) and, consequently, the statistical convergence of that moment will improve when the scatter of the curve decreases. In Figs. 5, 6 and 7 we have shown the curves mentioned above for orders 1, 3, 6 and 12 for the different situations analysed and various different scales.

Certainly, for orders higher than 6 we may already observe a considerable scattering for certain values of the tails, which we consider satisfactory because with meteorological field data we are far from controlled laboratory wind tunnel conditions. The lack of strict statistical convergence for orders higher than 3 does not suppose any limitation to the method of analysis described here. On the other hand it stimulates the analysis of wind data at much higher frequency. Nevertheless, because most of the data scattering and lack of convergence can be seen to take place fundamentally when the scale diminishes, at about the Taylor microscale, we may forward the hypothesis that the absence of convergence might be motivated by the existence of intermittence precisely in the non-equilibrium situations: stratified 2-D type turbulence and convective 3-D unstable situations. From our point of view the overall results of this work are relevant even if we limit the study to the smaller orders, where the convergence is much higher.

Figures 3, 4, 5, 6 and 7 prove to be convergent as to the possible intermittency shown by the different cases, with a very marked intermittency on the 14th at 12:00 GMT and the opposite result on the 15th, where there is considerable stability.
Fig. 9. Scaling exponents versus order of the structure function for different situations.

Fig. 10. Structure functions of several orders (1, 6, 9 and 12) versus structure function of order 3 for the range below integral scale: (a) for the 14th at 00:00 GMT; (b) for the 15th at 00:00 GMT.

Fig. 11. Temporal evolution of absolute exponents (left) and absolute exponents re-evaluated by the ESS method (right) for the first 6 structure functions for the different situations: (a) and (b): 14th, 00:00 GMT; (c) and (d): 14th, 06:00 GMT.
4 Determination of inertial range in the Kolmogorov sense

Table 1 shows the integral scales following the method of Van Fossen and Ching (1997) that reflects the upper scale of the inertial ranges corresponding to the different situations.

The empirical Kolmogorov 4/5 law establishes a relationship (for an incompressible flow in local equilibrium) between the third order structure function and the spatial scale:

\[ S_3(l) = -\frac{4}{5} \langle \varepsilon \rangle l \]  

(10)

This is a non-trivial result derived from Navier-Stokes equations. The interval that verifies this law (Eyink, 2003) is conventionally considered as the inertial range. In this case, the scaling exponents \( \zeta_p \) are constant along the whole interval, indicating not only homogeneity and isotropy but also locality of the cascade process. Gotoh (2001) confirmed that this law holds using DNS at high Reynolds numbers.

Table 2 shows a series of possible inertial ranges for the situations under study. They have been obtained assuming a slope equal to 1 in Fig. 8, which relates the logarithm of the structure function of order 3 with the logarithm of the scale. We see that there are situations, such as 15 September at 00:00 GMT and at 06:00 GMT, in which it is not possible to obtain this interval. The slopes for other orders \( p \) represent the scaling exponents \( \zeta_p \).

The estimators of these slopes, \( b^* \), will be affected by the error produced when the points are fitted to a straight line by the least squares method. Thus, setting a certain value \( v \) for the confidence interval for the slope \( b \), it is possible to calculate the error interval for \( b^* \). Comparing the relationship between \( \zeta_p \) and \( p \) with \( p/3 \) (values for the exponents \( \zeta_p \), foreseen by the K41 theory), the degree of intermittency may be established (Fig. 9, where a 99% confidence interval has been chosen). The greater the deviation from \( p/3 \), the greater the degree of intermittency in the cascade. According to this, the situations, within their corresponding inertial ranges of lesser to greater intermittency, are the following: on the 14th at 00:00 GMT, at 18:00 GMT; at 06:00 GMT and, with a slightly greater difference, at 12:00 GMT. This result agrees well with the conclusions that may be drawn from the previous figures, although these are not restricted to the inertial range evaluated in the Kolmogorov sense.

5 Inertial range determination by the Extended Self-Similarity method (ESS)

According to this method (Benzi et al., 1993), the inertial range is the interval where a potential relationship between the structure function and the structure function of order 3 is fulfilled:

\[ S_p \alpha S_3^{\bar{\zeta}_p} \]  

(11)

The exponents \( \bar{\zeta}_p \) are called relative exponents and are constant for this inertial range. Their values are:

\[ \bar{\zeta}_p = \frac{\zeta_p}{\zeta_3} \]  

(12)

Unlike the previous method, this one is not limited to homogeneity intervals. Therefore, the scaling exponent, usually known as the absolute exponent \( \zeta_p \), is not now constant throughout the inertial range.

Using structure functions up to degree 12, we have checked that Eq. (11) is verified for the ranges below integral scale (Table 1), with a determination coefficient of at least \( R^2 \geq 0.85 \) for all cases (Fig. 10).

The ESS procedure seems more general, since it eliminates the requirement for the third order structure functions to be unity for the whole range. This behaviour is typical of stable strongly non-homogeneous flows, such as those on 15 September at 00:00 GMT and 06:00 GMT.

An estimate of absolute exponents for each scale was made, multiplying the corresponding constant relative exponent by the absolute exponent of order 3. Figure 11a and c show a first approximation to the absolute exponents for each scale: the value of the absolute scaling exponents is the slope of the log. of the structure functions against the log. of the scales (the slopes are obtained for two consecutive points). In the segments where the absolute exponents decrease, the relative exponents are almost constant (Mahjoub, 2000; Mahjoub et al., 1998, 2000, 2001). If these previous absolute exponents of order 3 are multiplied by the relative ones (corresponding to slopes of the log of the structure functions versus the log of structure functions of order 3), re-evaluated absolute exponents are obtained (Fig. 11b and d). In this figure, a similar shape is observed among all exponents for the different orders.
Fig. 13. Scaling exponents versus order of the structure function obtained by different methods: (a) 14th_00:00 GMT; (b) 14th_06:00 GMT; (c) 14th_12:00 GMT; (d) 14th_18:00 GMT.

In the subranges where homogeneity holds, such as those previously evaluated, we may use the relative exponents obtained, which are then equal to the absolutes, to determine the intermittency (Fig. 12). The results are practically identical to those obtained with the previous method, although the error bars are shorter, giving greater reliability to the results.

6 Fits from theoretical models

There are several models which seek to explain the profile that scaling exponents adopt when there is intermittency (Frisch, 1995). These models are characterized by one or more parameters whose values show the degree of intermittency.

For example, the binomial model (Meneveau and Sreenivasan, 1987): in the absence of intermittency the value of the intermittency parameter is 0.5; when intermittency increases, it also increases. The relationship between the parameter \( m \) and the \( p \) order scaling exponents is:

\[
\xi_p = 1 - \log_2\left(m^{p/3} + (1 - m)^{p/3}\right)
\]  

(13)

In the case of log-normal model (Kolmogorov, 1962), the intermittency parameter is \( \mu \) (in the absence of intermittency, its value is 0; when intermittency increases, its value increases), being the relation between \( \mu \) and scaling exponents:

\[
\xi_p = \frac{p}{3} + \frac{\mu p}{18} (3 - p)
\]  

(14)

Using a least-squares fit, the parameters able to characterize intermittency according to the model (Fig. 13) have been estimated. We can see that the values of these parameters increase (from 0.5 for the binomial model and from 0, in the case of the log-normal model) as the degree of intermittency is greater, in accordance with the results shown above.
7 Summary and conclusions

We have performed a thorough analysis of the PDFs of the horizontal velocity differences for different atmospheric boundary layer situations and for different scales, and it has been seen the evolution of flatness with the scale, as well as that between structure functions and the degree of stratification.

In order to quantify these relationships, we adopted Kolmogorov’s scaling to calculate the subrange where scaling exponents are constant. At the same time, using ESS we were able to recalculate the exponents (relative and absolute) for the same inertial subrange.

We have confirmed the applicability of the method, even if the resolution of the measurements only resolves the macro-turbulence characteristics between the integral length scale and the Taylor microscale, but we do not claim that the turbulence is (necessarily) under local equilibrium.

Finally, using least-squares fits, the values of the parameters able to characterize the intermittency for the different stabilities, according to two different turbulence models (the binomial and the log-normal models) have been found.

We therefore highlight the following conclusions:

- The relationship existing between the structure functions and stratification shows that as stability increases the structure functions decrease.

- The variation of flatness (\(F\)) with scale shows (Fig. 4) that the most stable (15th 06:00 GMT) and unstable situations (14th 12:00 GMT) have the highest values of \(F\), but it is very interesting to note that for stably stratified flows, this happens at large scales.

- The overall results show that for convective, unstable turbulence intermittency (\(\mu\)) increases. On the other hand, neutral conditions exhibit low intermittency.

- The determination of an inertial range in the Kolmogorov 1941 sense implies the identification of a homogeneity interval, which, in situations of high stability, is not always possible (15 September at 00:00 and 06:00 GMT).

- Absolute exponents have been shown, and no clear relationship between the degree of intermittency and the type of stratification has been established. However, the relationship between three ways of describing the intermittency has been pointed out: the evolution of flatness with the scale, the evolution of PDFs with the scale and the values of the absolute scaling exponents.

- Re-evaluating absolute exponents using ESS for the different orders, a more similar shape is observed among all exponents. Moreover, these re-evaluated exponents show a smoother shape than the initial exponents because of the compensating effect described in Mahjoub et al. (1998), and intermittency evaluated shows a higher degree of accuracy.

- The ESS method is applicable over the whole of the inertial subrange; but only within the subranges calculated assuming homogeneity and Kolmogorov scaling it is possible to compare intermittency for different situations. Otherwise we would need different intermittency parameters for each range of scales.

For strongly non-homogeneous flows, new types of intermittency parameters are needed that take into account the non-homogeneity and the non-locality of the turbulent cascades.
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