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Abstract. By direct statistical analysis we show that over almost all their range of scales and to within typically better than ±1%, atmospheric fields obtained from analyses and numerical integrations of atmospheric models have the multifractal structure predicted by multiplicative cascade models. We quantify this for the horizontal wind, temperature, and humidity fields at 5 different pressure levels for the ERA40 reanalysis, the Canadian Meteorological Centre Global Environmental Multiscale (CMC, GEM) model, as well as the National Oceanographic and Atmospheric Administration Global Forecasting System (NOAA, GFS). We investigate the additional prediction that the cascade belongs to a universal multifractal basin of attraction. By demonstrating a “Levy collapse” of the statistical moments to within ±2 to ±5% over most of the range of scales, we conclude that there is good evidence for this. Finally, we discuss how this stochastic multiplicative cascade structure can be exploited in improving ensemble forecasts.

1 Introduction

1.1 Numerical weather prediction and cascades

Richardson’s seminal book “Weather prediction by numerical process” (1922) is venerated as the pioneering work in numerical atmospheric modelling. With a lapse of about 30 years, Richardson’s idea was taken up by generations of atmospheric scientists; the result is modern ensemble forecasting systems. However in the same book, and in a subsequent papers (especially Richardson, 1926), the seed of another idea was sown: that atmospheric dynamics might repeat scale by scale in a cascade-like manner. In other words Richardson suspected that – if viewed correctly – the seeming complexity of the brute force numerics might hide scale by scale simplicity.

In the case of cascades, he was about 40 years ahead of his time: it was not until the 1960’s, that explicit multiplicative cascade models were first developed (Novikov and Stewart, 1964; Yaglom, 1966; Mandelbrot, 1974). These models are based on the scale symmetry (broken only by viscosity at small scales and the forcing at large scales), by scale conservation of energy flux and the Fourier localness of the nonlinear interactions (so that structures of a given scale mostly interact with other structures of similar scale). These multiplicative cascades can be understood as attempts to deduce the implications of some (but not all) of the symmetries of the governing equations. Since the mid 1980’s it was realized that multiplicative cascade processes are very general; they are the generic multifractal process. Today, their nontrivial statistical properties are relatively well understood and they have been applied throughout physics and the geosciences.

1.2 Cascades in geophysical turbulence

While cascades have regularly been invoked in laboratory, geophysical, and astrophysical turbulence, the appropriate turbulent cascade flux (e.g. energy, enstrophy etc.) is typically determined a priori by theoretical considerations. Subsequent quantitative cascade tests are usually limited to the comparison of numerically or empirically determined spectral exponents with those expected (on essentially dimensional grounds) for the given (supposedly dominant) turbulent fluxes. The most important classical spectral exponents are −5/3, −3 for the velocity exponents in regimes dominated by energy and enstrophy fluxes respectively. For example, in analyzing atmospheric models, Steinberg et al. (1971), Boer and Shepherd (1983), and Straus and Ditlevsen (1999) calculated spectra and spectral transfers of energy, enstrophy and pseudo-potential enstrophy. The latter paper is particularly pertinent to our discussion since the large atmospheric
“reanalyses” that it uses are earlier and slightly lower resolution versions of some of the data analysed here. The authors came to some strong conclusions: that there was no evidence for \( k^{-5/3} \) or \( k^{-3} \) behaviours nor for any upscale transient energy transfer (the usual signature of 2-D turbulence).

Whereas the great majority of turbulence theories are isotropic – or at least quasi isotropic (they have the same exponents but not necessarily the same prefactors in all directions) – empirical studies of the vertical atmospheric structure, e.g., Van Zandt (1982), Schertzer and Lovejoy (1985), Dewan and Good (1986), Gardner (1994), Dewan (1997), Lilley et al. (2004), Lilley et al. (2008), show on the contrary that the turbulence is anisotropic, with vertical exponents different from those in the horizontal so that the stratification is scaling. They therefore require anisotropic theories such as the quasi-linear gravity wave theories – e.g. the Saturated Cascade Theory (Dewan and Good, 1986; Dewan, 1997) or the Diffusive Filtering Theory (Gardner, 1994) - or the strongly nonlinear 23/9D buoyancy flux/energy flux model (Schertzer and Lovejoy, 1985).

Recent analyses of massive quantities of global scale satellite data (visible, infra-red, passive and active microwave wavelengths) have provided new impetus for attempting to test multiplicative cascades on atmospheric models. These studies show empirically that to within \( \approx \pm 1\% \), the energy containing short and long wave atmospheric radiances respect the predictions of multiplicative cascades from planetary scales down to at least several kilometres (Lovejoy et al., 2001, 2009a) so that the relevant sources and sinks of fluxes are likely to be scaling. Similarly, Lovejoy et al. (2009c, d) showed that the vertical structure of horizontal wind, passive scalars, temperature, pressure, humidity, potential temperature, etc. also have cascade structures down to \( \approx 5 \) m with outer scales in the range 1–30 km (depending on the field). The picture that emerges from this wide range and anisotropic cascade structure is at odds with the standard model of atmospheric dynamics which involves a “dimensional transition” between isotropic 3-D and isotropic 2-D turbulence (the “meso-scale gap”). Indeed, a recent survey (and criticism) of empirical studies over the last 30 years (Lilley et al., 2004, 2008; Lovejoy et al., 2008) shows that the classical studies of Gage and Nastrom (1986) (the GASP experiment) and Cho and Lindborg (2001) (MOZAIC) must be reconsidered, especially their conclusions about spectral breaks and the 2-D turbulence nature of the large scales. The key to this re-evaluation is partly the use of much higher quality modern data (especially from lidar and drop sondes), but also the demonstration that in anisotropic (but scaling) turbulence the nature of aircraft trajectories – whether on isomachs, isobars, or isoheights), as well as the effect of their vertical fluctuations must be more carefully taken into account. For example, vertical fluctuations of the aircraft may themselves lead to spurious scale breaks and spurious exponents (the stratosphere; Lovejoy et al., 2004). Alternatively, the exponents obtained from aircraft flying along isobars – as they invariably do in the troposphere for air traffic control reasons – can yield exponents spuriously close to the vertical (rather than horizontal) values; they yield spectra exponents of \( \approx 2.4 \) (rather than \( \approx -5/3 \)) at large scales (Lovejoy et al., 2009c). It is interesting to note that the models discussed here are all hydrostatic so that the “horizontal” levels we analyse are actually isobars rather than isoheights. The fact that the wind spectra along isobars and isoheights are quite different \( (k^{-2.4} \) rather than \( k^{-5/3} \)) is important and helps explain the model statistics – which for the wind is also close to \( k^{-2.4} \) on isobars; this will be discussed elsewhere.

If the velocity field has a scaling cascade structure, then we expect that there is also a temporal cascade structure so that the cascades are actually in space-time. We confirm this in a forthcoming publication, where we discuss the relationship between the spatial and temporal structures (Stolle, 2009; Stolle et al., 2009). Lovejoy and Schertzer (2009) gives a recent review of some of this work showing the ubiquity of space-time cascade structures and arguing that it allows for a new synthesis of nonlinear dynamics with state of the art atmospheric data. To summarize: it now seems that for the models to be realistic, they must have cascade structures, too.

### 1.3 Cascades in direct numerical simulations

Before turning our attention to the analysis of atmospheric models, we should also mention the related field of pure hydrodynamic turbulence which is often considered more fundamental than atmospheric turbulence, but where the same issues have arisen. They too can involve structures spanning huge ranges of scale and despite intense efforts over more than 50 years, analytic approaches have been largely ineffective; given their successes elsewhere in fundamental physics, this is perhaps surprising. The limitations of statistical closure, renormalization, and other kindred analytical techniques have lead to the development of two main alternatives: brute force numerics and phenomenological models, especially cascades.

Although Direct Numerical Simulations (DNS; i.e. without subgrid “parameterizations”) of Navier Stokes (NS) equations have been made since Orszag and Patterson (1972), it was not until Vincent and Meneguzzi (1991) that computers were powerful enough to allow for simulations large enough to display hints of the Kolmogorov \( k^{-5/3} \) spectra, the traditional signature of the inertial range. The DNS inertial range is limited primarily because the dissipation is usually modelled with a Laplacian operator that is typically significant over a range a large factor (\( \approx 50 \)) in scale. Recent Earth Simulator integrations on a \( 4096^3 \) grid are now able to display roughly an intermediate (inertial) range spanning a factor of \( \approx 100 \) in scale (Yokokawa et al., 2002; Kaneda, 2003), but require massive computational efforts.
1.4 Goals and structure

The aim of this paper is thus to test the predictions of multiplicative cascades on the spatial structure of various numerical models of the atmosphere. This paper is structured as follows. In Sect. 2 we review the basic theory including the predictions of the multiplicative models and different methods of estimating fluxes. In Sect. 3 we describe the data sets and present the basic results and in Sect. 4 we conclude.

2 Multiplicative cascade models

2.1 Basic statistics

During the 1960’s and early 1970’s, intermittency was increasingly acknowledged as an important phenomenon, but its effect was usually considered small, associated primarily with small corrections to the spectral exponents. The main statistical models (such as those used in statistical closures) assumed “quasi-Gaussian statistics”. In order to obtain a Gaussian model with the classical Kolmogorov law $\Delta v = \varepsilon^{1/3} \Delta t^{1/3}$ (for velocity fluctuations $\Delta v$ over distances $\Delta x$) – the real space equivalent of what is given in Fourier space in Kolmogorov (1941) –, it is sufficient to take the energy flux $\varepsilon$ as a Gaussian white noise process and give $\varepsilon^{1/3}$ a (fractional) integration of order $1/3$ (i.e., a power law filter of order $-1/3$): the resulting $\varepsilon$ is a “fractional Brownian motion”.

In order to take into account intermittency, it suffices to replace the Gaussian $\varepsilon$ in the above model by the result of a multiplicative cascade: this is the Fractionally Integrated Flux model (Schertzer and Lovejoy, 1987). In multiplicative cascades, large structures are broken up into smaller daughter structures which multiplicatively modulate the flux; this process is repeated to smaller and smaller scales. Normalized cascade processes generally lead to multifractal fields with statistics:

$$\langle \delta \varphi_i^q \rangle = \lambda^K(q); \lambda = L/l$$

(1a)

where “<,>” indicates ensemble (statistical) averaging, $\varphi$ is the turbulent flux normalized such that $<\varphi_i>$=1, $K(q)$ is a convex function describing the scaling behaviour of the $q$th moment, $\lambda$ is the ratio of the (large) scale $L$, where the cascade starts, to the scale of observation $l$ (see Monin and Yaglom (1975) for an early discussion of cascades or Schertzer and Lovejoy (1987) for the “codimension multifractal formalism” used throughout this paper). In comparison, the quasi-Gaussian (nonintermittent) classical model is the (trivial) special case $K(q)=0$.

The usual “discrete in scale” model reproducing Eq. (1) is to consider a uniform (constant) large scale flux $\varphi_0$ (=1) which is iteratively divided into random substructures with the scale being reduced by integer ratios $\lambda_i$ at each step (usually $\lambda_0$=2). These smaller substructures multiplicatively modulate the larger scale field by independent identically distributed “multiplicative increments $\delta \varphi_i$” so that after $n$ steps, at a given location in the space, the field $\varphi_n$ is given by $\varphi_n = \varphi_0 \prod_{i=1}^{n} \delta \varphi_i$ while the overall scale range is $\lambda=\lambda_0^n$. If $\langle \delta \varphi^q \rangle = \lambda^K(q)$ we easily see that $\langle \varphi_i^q \rangle = \lambda^K(q)$. Since the cascade is multiplicative, its logarithm $\Gamma_n = \log(\varphi_n)$, the “generator” is additive: $\Gamma_n = \Gamma_0 + \sum_i \Delta \varphi_i$ (with $\Delta \varphi_i = \log(\delta \varphi_i)$).

It is therefore not surprising that – due to the additive central limit theorem for the sums of identically independently distributed random variables – there exist specific (stable, attractive) “universal” forms for the exponent $K(q)$:

$$K(q) = \frac{C_1}{(q-\alpha -1)}(q-\alpha)^{+}$$

(1b)

where $0 \leq C_1 \leq d$ is the “codimension of the mean”, which characterizes the sparseness of the set that gives the dominant contribution to the first order statistical moment (the mean), $d$ is the dimension of the space over which the cascade is observed (Schertzer and Lovejoy, 1987). The expression “dominant contribution” is an asymptotic result valid for large $\lambda$. In this limit there is an exact one to one correspondence between singularities ($y$) and statistical moments (Parisi and Frisch, 1985): $y = K'(q)$ so that the singularity corresponding to $q=1$ is $K'(1)=C_1$. In addition, the same arguments show that the codimension (the difference of the dimension of space $d$ and the fractal dimension of this singularity) also equals $C_1$. The multifractal index $0 \leq \alpha \leq 2$ characterizes the degree of multifractality, i.e., the shape of the $K(q)$ function. It is also the Levy index of the generator. If the cascade is uni/mono-fractal, then $\alpha=0$, whereas $\alpha=2$ corresponds to the “lognormal” multifractal. A “universal multifractal” is the basin of attraction for wide variety of different multiplicative processes. For $\alpha<2$, Eq. (1b) is only valid for $q>0$; the reason is that $\varepsilon$ is the exponential of an extremal Levy variable and when $\alpha<2$, the latter has diverging moments for all $q<0$. This means that the probability density of $\varepsilon$ has a logarithmic singularity for small $\varepsilon$ (except for $\alpha=2$, the Gaussian case).

In our analyses, we will see that the universal form (Eq. (1b)) fits the empirical $K(q)$ quite well so that irrespective of whether the numerical models are indeed universal multifractals, the parameters $C_1$, $\alpha$ give very convenient parameterizations for their forms. Indeed, we have already seen that $C_1=K'(1)$; we could similarly define $\alpha=K''(1)/K'(1)$. For universal multifractals (Eq. (1b)) this local ($q=1$) characterization becomes global – i.e., is enough to describe the entire curve. In this way, the parameters $C_1$ and $\alpha$ still quantitatively characterize the statistics near the mean. In this paper, although we are primarily interested in establishing the basic predictions of multiplicative cascades (Eq. (1a)), we also substantiate Eq. (1b) to some degree in Sect. 3.4, where we demonstrate a theoretically predicted “Levy collapse” of the moments.
As we have seen from the brief history above, the hypothesis that high Reynolds number turbulence respects multiplicative cascades is physically based, so the paper aims to test the hypothesis on numerical simulations. While it might be possible that non-multiplicative processes may exist which satisfy Eq. (1a) (and perhaps even Eq. 1b); to our knowledge no such alternative models have been proposed.

2.2 Estimating the turbulent fluxes

In order to test Eq. (1a), we must therefore use an approach that does not require a priori assumptions about the physical nature of the relevant fluxes nor of their scale symmetries (isotropic or otherwise). If atmospheric dynamics are controlled by scale invariant turbulent cascades of various (scale by scale) conserved fluxes \( \varphi \), then in a scaling regime, the fluctuations \( \Delta f(\Delta x) \) in an observable \( f \) (e.g. wind, temperature or radiance) over a distance \( \Delta x \) are related to the turbulent fluxes by a relation of the form \( \Delta f(\Delta x) = \varphi \Delta x^H \). This relation is a generalization of the classical laws of turbulence. For example, the Kolmogorov (1941) law for velocity fluctuations has \( H=1/3 \) and \( \varphi=\varepsilon \), whereas the Corrsin-Obukhov law of passive scalar advection has \( \varphi=K^{1/2} \) where \( K \) is the passive scalar variance flux (Corrsin, 1951 and Obukhov, 1949). Without knowing \( \eta \) or \( H \) or even the physical nature of the flux – we can use this to estimate the normalized (nondimensional) flux \( \varphi' \) at the smallest resolution of our data:

\[
\varphi' = \varphi / \langle \varphi \rangle = \Delta f / \langle \Delta f \rangle .
\]  

Note that if the fluxes are realizations of pure multiplicative cascades then the normalized \( \eta \) power fluxes, \( \varepsilon^n / \langle \varepsilon^n \rangle \), are also pure multiplicative cascades, so that \( \varphi' = \varepsilon^n / \langle \varepsilon^n \rangle \) is a normalized cascade quantity. The fluctuation \( \Delta f(l) \), at small scales \( \Delta x = l \) can be estimated in various ways; in 1-D a convenient method is to use absolute first differences: \( \Delta f(l) = |f(x+l) - f(x)| \) or absolute second differences: \( \Delta f(l) = |(f(x+l) + f(x-l)) / 2 - f(x)| \). These “poor man’s wavelets” are usually adequate – when as is typically the case \( 0 \leq H \leq 1 \) or \( 0 \leq H \leq 2 \) (first or second order differences, respectively) – but alternatively other definitions of fluctuations (other wavelets) could be used. In 2-D, convenient definitions of fluctuations (used below) are the (finite difference) Laplacian (estimated as the difference between the value at a grid point and the average of its neighbours: \( \Delta f_A = [f(x,y) - f(x+l,y) - f(x,l,y) + f(x,y+l)] / 4 \)), or the modulus of a finite difference estimate of the gradient vector. The resulting high resolution flux estimates can then be degraded (by averaging) to lower resolutions.

Since empirical data are nearly always sampled at scales much larger than the dissipation scales, the above scaling range based technique has wide applicability. In numerical models however, where we have data down to the (model) dissipation range, we find that the approach still works but that the interpretation is a little different. To see this, consider the example of the energy flux \( \varepsilon \), recalling that at the dissipation scale:

\[
\varepsilon \approx \nu \mathbf{v} \cdot \nabla^2 \mathbf{v}
\]  

where \( \nu \) is the viscosity, \( \mathbf{v} \) the velocity (this is obtained from the Navier-Stokes equation by taking \( \varepsilon = \partial v^2 / \partial t \) and ignoring the dynamic terms which are unimportant for dissipation). Standard manipulations (e.g. Landau and Lifshitz, 1963) give:

\[
\varepsilon \approx \nu \sum_{i=1}^{3} \sum_{j=1}^{3} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right)^2 \approx \nu \left( \frac{\Delta v}{\Delta x} \right)^2
\]  

so that if \( \Delta x \) is in the dissipation range (e.g. the finest resolution of the model) then:

\[
\Delta v \approx \left( \frac{\varepsilon}{\nu} \right)^{1/2} \Delta x
\]  

The models considered here actually use hyper-viscosities, which have the advantage of confining the dissipation to a small range of scales (about a factor of 3). This means that their dissipation is due to a Laplacian raised to the power \( h \) (typically \( h \) is either 2 or 3) (e.g. Haugen and Brandenburg, 2004; Hamilton and Ohfuchi, 2007), we have:

\[
\varepsilon \approx \nu^* \mathbf{v} \cdot \nabla^{2h} \mathbf{v}
\]  

where \( \nu^* \) is the hyperviscous coefficient chosen so that the field is indeed smooth when \( \Delta x = l = 1 \) pixel. If \( \Delta x \) is in the (smooth) dissipation regime, this leads to the estimate:

\[
\Delta v \approx \left( \frac{\varepsilon}{\nu^*} \right)^{1/2} \Delta x^h
\]  

In all cases – irrespective of \( h \) – for the normalized flux \( \varphi' \) we therefore have:

\[
\varphi' = \varepsilon^{1/2} / (\nu^{1/2}) = \frac{\Delta v}{\langle \Delta v \rangle}
\]  

We see that this is the same as Eq. (2), the only difference is that for the wind field, the dissipation exponent is \( \eta = 1/2 \) rather than the value \( \eta = 1/3 \) which holds in the scaling regime. If we introduce \( K_{\eta}(q) \) which is the scaling exponent for the normalized \( \eta \) flux \( \varphi' = \varepsilon^n / \langle \varepsilon^n \rangle \), (so that \( K_{1}(q) = K(q) \)) then taking \( q^{th} \) moments of the latter, we obtain \( K_{\eta}(q) = K(\eta q) - q K_{1}(\eta) \), which for universal multifractals (Eq. 1b) yields \( K_{\eta}(q) = q^n K_{1}(q) \) and \( C_{1\eta} = q^n C_{1} \), so that comparing the dissipation estimate (\( \eta = 1/2 \)) and the scaling range estimate (\( \eta = 1/3 \)), we have:

\[
C_{1\text{diss}} = \left( \frac{3}{2} \right)^\alpha C_{1\text{scaling}}
\]  

For the wind we find \( \alpha \approx 1.8 \) (see Table 2) so that \( C_{1\text{diss}} / C_{1\text{scaling}} \approx 1.5^{1.8} \approx 2.07 \).
Since passive scalars can be used as simplified models for the temperature and humidity fields which we analyze, the extension of this discussion to passive scalars is also relevant. It shows that the interpretation of the empirically/numerically estimated fluxes in terms of classical theoretical fluxes can be nontrivial. Denoting by $\rho$ the density of the passive scalar, and $\chi=\partial\rho^2/\partial t$ its variance flux, the dissipation range formula analogous to Eq. (3) is $\chi \approx \kappa \Delta \rho^2$ (where $\kappa$ is the molecular diffusivity) leading to $\Delta \rho \approx \left(\chi/\kappa\right)^{1/2} \Delta x$ (with corresponding extensions to hyperviscous dissipation) whereas the corresponding formula in the scaling range is $\Delta \rho \approx \chi^{1/2} \Delta x^{1/3}$ (Corrsin-Oubkov) which has the same dependency on $\chi$, but which also involves the energy flux; the combined effective flux $\phi \approx \chi^{1/2} \Delta x^{1/6}$ measured by the scaling method thus involves two (presumably statistically dependent) cascade quantities. In summary, although both dissipation and scaling ranges can be used to test for multiplicative cascades and to quantify their variability, the relation between the two is not necessarily trivial.

A final practical consideration is that in the analyses, the outer scale is not known a priori, but is an empirically estimated parameter. It is therefore convenient to define a reference scale $L_{\text{ref}}$ so that $\lambda = L_{\text{ref}}/L$. If the cascade starts at the “effective outer scale” $L_{\text{eff}}$ then the corresponding ratio is $\lambda_{\text{eff}} = L_{\text{ref}}/L_{\text{eff}}$ and the normalized moments

$$M_q = \left< \frac{\phi_{\lambda}}{\phi_1} \right>_q ; \lambda = L_{\text{ref}}/L ; \lambda_{\text{eff}} = L_{\text{ref}}/L_{\text{eff}}$$

where “$<$,$>$” indicates statistical (ensemble) averaging and $L_{\text{eff}}$ is the effective outer scale of the cascade. $\phi_1$ is the ensemble mean large scale (i.e. the climatological value), $\lambda$ is a convenient scale ratio based on the largest great circle distance on the earth: $L_{\text{eff}} = 20\,000$ km and the scale ratio $\lambda\lambda_{\text{eff}}$ is the overall ratio from the scale where the cascade started to the intermediate scale $L_{\text{ref}} \geq L \geq L_{\text{eff}}$.

3 Analysis of models

3.1 Discussion

To our knowledge there have been no attempts to directly check Eq. (1a) on either DNS or geophysical numerical simulations. The closest is perhaps the multifractal characterization of time signals in turbulent shell models (Biferale, 2003) or in “scaling cascade of gyrosopes” models (Chigirinskaya and Schertzer, 1996; Chigirinskaya et al., 1998). While the former discretizes the NS equations in Fourier space keeping a small and fixed number of degrees of freedom per octave in scale, the latter more realistically discretizes the equations on a dyadic tree structure such that the number of degrees of freedom increases with wavenumber. While the former approach leads to multifractal behaviour in time (and hence presumably temporal cascades), the latter leads to space-time cascades and are hence particularly relevant here (interestingly, they yield comparable universal multifractal parameters). Other relevant connections between the cascade prediction, Eq. (1a), and dynamical equations are the studies of temporal scaling (Syroka and Toumi, 2001; Blender and Fraedrich, 2003; Fraedrich and Bender, 2003), and temporal multifractality of climate models (Royer et al., 2008). The companion papers Stolle (2009) and Stolle et al. (2009) extend the present analyses to the time domain and makes systematic space-time comparisons.

Our primary goal is to check the basic prediction of the multiplicative cascade models (Eq. 1b) directly on simulations of the atmosphere (both forecasts and reanalyses). This choice was made both due to the ready availability of large numbers of realizations and due to the scientific (weather, climate) significance of the results. Furthermore, as mentioned previously, we expected to have a significant range of scales exhibiting cascade behaviour because hyper-viscosity restricts most the effects of dissipation to a narrow range of scales (see however Frisch et al. (2008) for possible “side effects” of using hyperviscosity).

Over the scaling/inertial range, there are three main differences between the cascade structure of 3-D DNS and of atmospheric models. First, in the former there is a single (energy flux) cascade, while in the latter we expect there to be several coupled cascades. The second is that due to gravity, the atmosphere is stratified so that the cascades are anisotropic (Schertzer and Lovejoy, 1987); indeed as mentioned earlier – due to the 10 km scale height of the mean pressure field, isotropic models require at least two cascade regimes for each flux. The third is that in DNS applications to fully developed turbulence the forcing is deliberately confined to the largest scales and the dissipation to the smallest scale. The cascade thus occurs in a source and sink free “inertial range”. In comparison, the atmospheric boundary conditions are quite different. In particular both the topography (Gagnon et al., 2006) and the critical energy-containing short and long wavelengths radiances responsible for the forcing (Lovejoy et al., 2001, 2009a) have been found to have wide scale range cascade structures so that the boundary conditions and flux sources and sinks apparently do not introduce characteristic scales and so need not destroy the cascades.

3.2 The model outputs

3.2.1 Discussion

We chose two forecast models and one reanalysis, all recognized as being state-of-the-art: the Canadian Meteorological Centre (CMC) Global Environmental Multiscale (GEM) model, the NOAA Global Forecast System (GFS) model and the European Centre for Medium range Weather Forecasting’s (ECMWF) reanalysis (ERA40). For the products of all three models, we analyzed the three most dynamically significant fields: temperature ($T$), east-west ($u$) wind fields, the
specific humidity ($h_s$; GEM, ERA 40) and the relative humidity ($h_r$, GFS). In order to check for possibly latitude dependencies, analyses were made both in the regions between $\pm 30^\circ$ (tropics) and $\pm 45^\circ$ latitude. We did not consider the spatial cascade structure of climate models since their spatial resolutions are relatively low. Table 1 shows the main model characteristics relevant to the analyses here.

3.2.2 The Canadian Meteorological Centre (CMC) Global Environmental Multiscale (GEM) model

This model is on a $0.25^\circ \times 0.3^\circ$ horizontal grid with 28 levels and our analysis used a $0.6^\circ \times 0.6^\circ$ resolution product (about 66 km resolution – the high-resolution CMC GRIB dataset). We used 505 realizations at 12 h intervals taken from 20 September 2007 to 2 June 2008 which are initialized at either 12Z or 00Z and analysed the initial objective analysis, the 48 h forecast, and a 144 hour forecast. Days outside of this time interval were not used because the model resolution and grid were changed and assimilating results outside of this timespan to the results given here is non-trivial. 4DVAR 6-hourly assimilation is used (CMC Global Data Assimilation System, DAS). The model can be adapted; see Côté et al. (1998a, b) for more details.

3.2.3 The NOAA Global Forecast System (GFS) model

As with the CMC GEM model, the GFS is a global NWP model, which we also analyzed at its analysis and 48 h forecast. It uses T254 Spectral and 768 $\times$ 384 Gaussian grids on 64 vertical levels. The data is obtained on a $1^\circ \times 1^\circ$ resolution grid every 6 h; each initialization starts at 00Z, 06Z, 12Z, or 18Z. The data were taken from 1 August 2007 to 30 June 2008 (with the exception of 700 mb $u$, where the first 61 days were corrupted). The assimilation system used is 3DVAR (Okamoto and Derber, 2006) with an assimilation cycle of 6 h. A total of 1340 realizations were analyzed, every 6 h. For more information, see Sela (1982, 1988) and NCEP office note 442 (2003).

3.2.4 The European Centre for Medium range Weather Forecasting’s (ECMWF) reanalysis (ERA40) product

A reanalysis is the result of assimilating atmospheric measurements with numerical forecasts in an attempt to obtain realistic fields; it is a very model dependent “product”. Here a 6-hourly 3DVAR assimilation cycle was used. For ERA40, the dynamic variables are on a 2-D triangular spherical harmonic truncation T159 with 60 levels (Uppala et al., 2005) projected onto a $1^\circ \times 1^\circ$ resolution grid and interpolated to constant pressure levels (1000 mb, 850 mb, 700 mb, 500 mb, 200 mb). We analyzed the most recent three years of the reanalysis: September 1999–August 2002 with a total of 4380 realizations analyzed (every 6 h). See Uppala et al. (2005) for more details.

3.3 Testing multiplicative cascades

Figure 1 shows plots of $\log_{10} M_q$ for $T$, $u$, $h_s$ for both the GEM analysis ($t=0$; Fig. 1a, c, e) and the $t=144$ h forecast (Fig. 1b, d, f) at 1000 mb, while Fig. 2 shows the corresponding plots ($h_t$ instead of $h_s$ for GFS) for ERA40 (Fig. 2a, c, e) and GFS analysis datasets (Fig. 2b, d, f) at 1000 mb and Fig. 3 shows the moments of $u$ field at 700 mb for all datasets taken between $\pm 30^\circ$ (Fig. 3a, c, e) and $\pm 45^\circ$ latitude (Fig. 3b, d, f). Note that the 1000 mb fields are more influenced by the data – although with nontrivial effects where the topography is important – while the 700 mb fields are more representative of the free atmosphere. All the plots display the typical cascade “signature” – the converging straight lines predicted by Eq. (10). The regressions were performed by minimizing the deviations (Eq. 11, defined below) through a common intersection point over the range from the grid scale to 5000 km. Since we test the predictions of multiplicative cascade models, all lines were forced to pass through the same point (Eq. 10 with $\lambda=\lambda_{\text{eff}}$). Two remarkable features are: a) the cascades begin at an outer scale very close to the scale of the planet and b) up to $\approx 5000$ km the cascade structure is accurately followed. Note that $L_{\text{eff}}>L_{\text{ref}}$ ($=20000$ km) simply indicates that there is residual variability at planetary scales, while $L_{\text{eff}}<L_{\text{ref}}$ indicates that it requires a certain range of scales for the scaling to become developed.

To quantify the accuracy with which Eq. (10) is satisfied, we characterize the deviations using the mean absolute residuals for the statistical moments $M_q$ of order $q$ from 0.0 to 2.0, for all points between the scale of the grid and 5000 km:

$$\Delta = \frac{1}{R} \sum_{r=1}^{R} \frac{1}{q} \left| K(q) \log_{10} (\lambda/\lambda_{\text{eff}}) \right|.$$

To convert $\Delta$ to a percent deviation, $\delta=100(10^\Delta-1)$ was used; we found $\delta<\pm 2$% for all analyzed fields and $\delta<\pm 1$% for all initial analyses and short-range forecasts. This accuracy is very close to those of the same moments of the visible and IR radiances over the range 10–5000 km ($\approx \pm 0.5\%$, Lovejoy et al., 2009a).

For the fields, the scaling extends from the grid size up to $\approx 5000–20000$ km. It is worth noting that the outer scales for these fields ($\approx 8000–27000$ km) are approximately the same as the outer scales of the radiances ($\approx 5000–32000$ km in Lovejoy et al., 2009a). We also mention that the $C_1$’s are not too different from the $C_1$’s for passive scalars ($\approx 0.1$) (Lilley et al., 2004). Similar results were found for the moments of the 2-D wind estimate of the energy flux.

From Table 2, we see that very similar results were found for GEM forecasts (Fig. 1b, d, f) and the GFS model; for example, the deviations are of the order $\pm 0.3\%$ for the GEM and $\pm 0.5\%$ for the 48 h GFS forecast for the analysis and 48 h forecast (Table 2a, b, c). These small deviations allow us to conclude that the analyses and models do indeed accurately have a cascade structure. Overall, from the table,
we can also see that the $K(q)$ “shape parameter” – the difficult to estimate multifractal index $\alpha$ – is roughly constant at $\alpha \approx 1.8 \pm 0.1$. We examine the issue of the accuracy of this parametric representation, Eq. (1b), in Sect. 3.4. From Table 2a, we see that the scale by scale characterization of the intermittency near the mean ($C_1$) has a tendency to decrease with altitude, this being somewhat amplified by a decrease in the external scale (which decreases all the moments by the same factor). Interestingly, the $C_1$ values are very similar for the different fields (it is slightly larger for the humidity), although significantly, the $C_1$ are quite a bit larger than those measured by aircraft (Sect. 2.5 in Lovejoy et al., 2009b), also shown in the table.

Also in Table 2a is a comparison of aircraft estimates of the parameters from Lovejoy et al. (2009b) which included an in-depth evaluation of the optimum scale range (4–40 km) needed to avoid spurious aircraft effects. Since the aircraft fluxes were estimated in the scaling regime, we don’t expect the parameters to be identical to the dissipation range fluxes estimated here (see the discussion in Sect. 2). However, when the theoretical correction factor (assuming $\alpha = 1.8$) is used, the agreement is seen to be good (it is much improved). Note that the agreement is not expected to be perfect since Eq. (9) depends on an explicit identification of the conserved flux; while the argument is fairly robust for the velocity – as indicated – it is not so for the other quantities. In addition both the aircraft and model estimates will have some systematic biases so that our main point is that the results are plausibly consistent.

In order to estimate the parameter uncertainties, we calculated them over subsets of the data for $\pm 30^\circ$ – each subset is about 1 month long – as indicated in the last row of Table 1. For all datasets, the maximum and minimum value of $\alpha$ for each subset in every dataset differed by less than 0.1 with the following exceptions: ERA40 $h_s$ 850 mbar (0.27), ERA40 $h_s$ 200 mbar (0.22). The maximum and minimum values of $C_1$ for each subset differ by less than 0.008 for GEM and GFS and less than 0.014 for ERA40. The maximum variation in the estimates of $\log_{10} \lambda_{\text{eff}}$ is less than 0.08 for GEM and GFS and less than 0.2 for ERA40 with the following exceptions for ERA40: (u $850$ mbar (0.2), $T$ 200 mbar (0.2), $h_s$ 850 mbar (0.3), $h_s$ 200 mbar (0.5)). For the most part, the deviations from the parameters estimated from 1 year of data are small, but it should not be surprising that there are occasional larger deviations because large amounts of data are needed to estimate parameters accurately for multifractal data.

In Table 2b, we compare the two forecast models (GEM, GFS) in order to see if there are any systematic trends as the model integration times increase so that the effect of initial conditions becomes less and less important. No systematic trends are obvious, although for the 144 h GEM forecast, the scaling is a bit poorer (although it is still very good with deviations less than $\pm 1.6\%$). The scaling of the longest available forecast is important since it is of interest to determine whether the cascade structure is imposed by the analysis, or whether it is generated intrinsically by the model (or more likely a combination of both but with possibly nonidentical cascades). Since even after 144 h the initial conditions have not been completely “forgotten” these results only support the hypothesis that the long time behaviour of the model is cascade-like, they do not fully establish it.
Table 1. Comparison of various model parameters. The time step is the model integration time step. The last row indicates the size of the subsets used to estimate the uncertainties (see the text).

<table>
<thead>
<tr>
<th>Model</th>
<th>GEM</th>
<th>GFS</th>
<th>ERA 40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time step (minutes) $T_{st}$</td>
<td>22.5</td>
<td>7.5</td>
<td>30</td>
</tr>
<tr>
<td>Model Spatial resolution (grid size)</td>
<td>$0.25^\circ \times 0.3^\circ$</td>
<td>$0.47^\circ \times 0.47^\circ$</td>
<td>$1.125^\circ \times 1.125^\circ$</td>
</tr>
<tr>
<td>Spatial resolution of the analysis $L_i$</td>
<td>$0.6^\circ \times 0.6^\circ$</td>
<td>$1^\circ \times 1^\circ$</td>
<td>$1^\circ \times 1^\circ$</td>
</tr>
<tr>
<td>Number of vertical levels</td>
<td>28</td>
<td>64</td>
<td>60</td>
</tr>
<tr>
<td>Number of realizations in the sample</td>
<td>505</td>
<td>1340</td>
<td>4384</td>
</tr>
<tr>
<td>Time interval between realizations (hours)</td>
<td>12</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Size of dataset subset</td>
<td>25-25.5 days (50–51 time steps)</td>
<td>30-30.5 days (120–122 time steps)</td>
<td>1 month (116–124 time steps)</td>
</tr>
</tbody>
</table>

Table 2a. Intercomparison of cascade parameters for the initial ($t=0$) fields for various fields at 1000, 700 mb. The triplets of values are for, ERA40 (denoted by “ERA”), GEM, GFS respectively. The aircraft estimates are from about 200 mb (the figure in parentheses is from aircraft analyses (Lovejoy et al., 2009c; Table 3 for $C_1$, $\alpha$, Table 1 for $L_{eff}$, $\delta$), the second is corrected by the factor $(3/2)^\alpha$ needed – at least for the wind field – to estimate the dissipation scale $C_1$ from the scaling range $C_1$, see Eq. 9).

<table>
<thead>
<tr>
<th></th>
<th>$C_1$ (km)</th>
<th>$\alpha$</th>
<th>$L_{eff}$ (km)</th>
<th>$\delta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERA</td>
<td>GEM</td>
<td>GFS</td>
<td>ERA</td>
<td>GEM</td>
</tr>
<tr>
<td>$T$ (1000)</td>
<td>0.113</td>
<td>0.125</td>
<td>0.142</td>
<td>1.94</td>
</tr>
<tr>
<td>$T$ (700)</td>
<td>0.094</td>
<td>0.077</td>
<td>0.080</td>
<td>2.11</td>
</tr>
<tr>
<td>$T$ (200)</td>
<td>0.080</td>
<td>0.080</td>
<td>0.065</td>
<td>1.93</td>
</tr>
<tr>
<td>$T$ (aircraft)</td>
<td>(0.052), 0.107</td>
<td>1.78</td>
<td>5 000</td>
<td>0.5</td>
</tr>
<tr>
<td>$u$ (1000)</td>
<td>0.105</td>
<td>0.121</td>
<td>0.114</td>
<td>1.93</td>
</tr>
<tr>
<td>$u$ (700)</td>
<td>0.096</td>
<td>0.104</td>
<td>0.082</td>
<td>1.93</td>
</tr>
<tr>
<td>$u$ (200)</td>
<td>0.075</td>
<td>0.085</td>
<td>0.073</td>
<td>1.92</td>
</tr>
<tr>
<td>$u$ (aircraft)</td>
<td>(0.040), 0.088</td>
<td>1.94</td>
<td>25 000</td>
<td>0.8</td>
</tr>
<tr>
<td>$h_{x}$, $h_{y}$ (1000)</td>
<td>0.121</td>
<td>0.109</td>
<td>0.128</td>
<td>2.03</td>
</tr>
<tr>
<td>$h_{x}$, $h_{y}$ (700)</td>
<td>0.094</td>
<td>0.100</td>
<td>0.091</td>
<td>1.75</td>
</tr>
<tr>
<td>$h_{x}$, $h_{y}$ (200)</td>
<td>0.085</td>
<td>0.109</td>
<td>0.100</td>
<td>1.73</td>
</tr>
<tr>
<td>$h$ (aircraft)</td>
<td>(0.040), 0.083</td>
<td>1.81</td>
<td>10 000</td>
<td>0.5</td>
</tr>
</tbody>
</table>

In Table 2c, we compare the cascade parameters calculated between $\pm 30^\circ$ and $\pm 45^\circ$ in an admittedly crude attempt to see if there are any detectable differences between the tropics and a region including the midlatitudes. A latitude effect might arise because of the importance of the Coriolis force in the midlatitudes which makes the large scale winds quasi-geostrophic. We find that the only notable difference is that the outer scale is systematically larger for the $\pm 45^\circ$ region. It could be noted that although we did not use equal area grids, the variation in grid size is still fairly small even at $45^\circ$.

3.4 Universality and Levy collapse

The main aim of this paper is to establish the fundamental prediction of multiplicative cascade models, Eq. (1a). In Table 2 a-c we gave estimates of the external scale ($\lambda_{eff}$, $L_{eff}$) and the relative deviation of the model outputs from the theoretical predictions, averaging over the scale range 5000 km down to the grid scale and over the statistical moments $q \leq 2$. Up until now, the additional hypothesis – that the outputs belong to multifractal universality classes – was only used to
justify a two parameter ($C_1, \alpha$) regression. Since both parameters have fairly simple interpretations (in terms of the closest monofractal approximation ($C_1$) and the curvature of $K(q)$ near $q=1$ ($\alpha$)), the variation of these parameters with model type, integration time etc. can conveniently be used to characterize the variation of the cascade structure. However, we also argued that there are basic physical, mathematical reasons (essentially the existence of a kind of multiplicative central limit theorem) that make it plausible that the model outputs fall into special universality classes in which the basic scale invariant exponent $K(q)$ is given by Eq. (1b) characterized by just two parameters $C_1$, $\alpha$. In this section we explore the accuracy of Eq. (1b).

We must first note that even for perfect universal multifractal processes, Eq. (1b) is only expected to be strictly valid for the “bare” cascade properties, i.e. those of an infinite ensemble of realizations of a cascade developed down to scale $L=L_{\text{eff}}/\lambda$ and then stopped. However, when analyzing the model output, we analyzed the “dressed” quantities, i.e. those obtained by degrading (by integrating) the resolution of a cascade developed to small scales (for the “bare”/”dressed” distinction see Schertzer and Lovejoy, 1987), and these were estimated using only a finite number of realizations. Both the bare/dressed distinction and the finite sample size give rise to (first or second order) “multifractal phase transitions” (Schertzer et al., 1993). This means that the measured (dressed) moments will only have the theoretical bare exponent $K(q)$ for $q$ below a critical moment $q_c$ beyond which there is a – multifractal phase transition – where $K$ becomes asymptotically linear (a sample size-dependent effect corresponding to the domination of the statistics by the largest flux values present). In Fig. 4, using some representative comparisons of $K(q)$ and the fits to the universal multifractal form (Eq. 1b), we see that the universal form is in fact very closely followed except for hints of linearity for some $q\geq q_c>2$. In fact for $q<2$, the deviations from the universal form are of the order $\pm 1 - \pm 2\%$.

Assuming that $q_c>2$ then, the universal form Eq. (1b) should hold over the range $0<q<2$ (we do not consider $q<0$ since on the one hand the statistics are very sensitive to very small gradients and are hence unreliable, and on the other, for universal multifractals with $a<2$, they should diverge anyway). In this case, one can attempt to “collapse” the log moments $\log M_q$ to a unique curve by dividing $\log M_q$ by the

Table 2b. An intercomparison of the 1000 mb fields, the triplets representing the parameter estimates for integrations of $t=0$, 48, 144 h.

<table>
<thead>
<tr>
<th></th>
<th>$C_1$</th>
<th>$\alpha$</th>
<th>$L_{\text{eff}}$ (km)</th>
<th>$\delta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 h</td>
<td>48 h</td>
<td>144 h</td>
<td>0 h</td>
</tr>
<tr>
<td>$T$ (GEM)</td>
<td>0.125</td>
<td>0.115</td>
<td>0.113</td>
<td>1.64</td>
</tr>
<tr>
<td>$T$ (GFS)</td>
<td>0.142</td>
<td>0.138</td>
<td>1.72</td>
<td>1.71</td>
</tr>
<tr>
<td>$u$ (GEM)</td>
<td>0.121</td>
<td>0.122</td>
<td>0.122</td>
<td>1.68</td>
</tr>
<tr>
<td>$u$ (GFS)</td>
<td>0.114</td>
<td>0.107</td>
<td>1.80</td>
<td>1.84</td>
</tr>
<tr>
<td>$h_z$ (GEM)</td>
<td>0.109</td>
<td>0.106</td>
<td>0.107</td>
<td>1.81</td>
</tr>
<tr>
<td>$h_r$ (GFS)</td>
<td>0.128</td>
<td>0.128</td>
<td>1.86</td>
<td>1.81</td>
</tr>
</tbody>
</table>

Table 2c. An intercomparison of ranges of values of data in 700 mb fields between, pairs representing parameter estimates at analysis time step for $\pm 30^\circ$ and $\pm 45^\circ$. * The first two months were excluded because of corrupt data.

<table>
<thead>
<tr>
<th></th>
<th>$C_1$</th>
<th>$\alpha$</th>
<th>$L_{\text{eff}}$ (km)</th>
<th>$\delta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\pm 30^\circ$</td>
<td>$\pm 45^\circ$</td>
<td>$\pm 30^\circ$</td>
<td>$\pm 45^\circ$</td>
</tr>
<tr>
<td>$T$ (ERA40)</td>
<td>0.094</td>
<td>0.091</td>
<td>2.11</td>
<td>2.11</td>
</tr>
<tr>
<td>$T$ (GEM)</td>
<td>0.077</td>
<td>0.082</td>
<td>1.94</td>
<td>2.19</td>
</tr>
<tr>
<td>$T$ (GFS)</td>
<td>0.080</td>
<td>0.084</td>
<td>2.00</td>
<td>2.03</td>
</tr>
<tr>
<td>$u$ (ERA40)</td>
<td>0.096</td>
<td>0.094</td>
<td>1.93</td>
<td>1.90</td>
</tr>
<tr>
<td>$u$ (GEM)</td>
<td>0.104</td>
<td>0.106</td>
<td>1.86</td>
<td>1.84</td>
</tr>
<tr>
<td>$u$ (GFS)*</td>
<td>0.085</td>
<td>0.082</td>
<td>1.87</td>
<td>1.87</td>
</tr>
<tr>
<td>$h_z$ (ERA40)</td>
<td>0.093</td>
<td>0.097</td>
<td>1.74</td>
<td>1.73</td>
</tr>
<tr>
<td>$h_z$ (GEM)</td>
<td>0.100</td>
<td>0.105</td>
<td>1.60</td>
<td>1.61</td>
</tr>
<tr>
<td>$h_r$ (GFS)</td>
<td>0.091</td>
<td>0.094</td>
<td>1.74</td>
<td>1.72</td>
</tr>
</tbody>
</table>
Fig. 2. Moments of the ERA40, GFS (t=0) fields at 1000 mbar for $q=0.0$ to 2.9 ($q>1.0$: $\log_{10}M_q>0$, monotonically increasing; $q<1.0$: $\log_{10}M_q<0$) in steps of 0.1, $\lambda=L_{\text{Earth}}/L$, $L_{\text{earth}}=20\,000$ km. The $q^{th}$-moment colour key is given at the bottom of the figure ($q=0$ (reddish-orange) to $q=2.9$ (red)). On the left, ERA 40, on the right, the GFS, top to bottom: temperature, east-west wind, and humidity, between ±30° latitude. (a) ERA40 temperature; (b) GFS analysis temperature; (c) ERA40 $u$ wind; (d) GFS analysis $u$ wind; (e) ERA40 $h_z$; (f) GFS analysis $h_z$. For the corresponding parameters, refer to Table 2a.

Fig. 3. Moments of $u$ fields analysis time step at 700 mbar for $q=0.0$ to 2.9 ($q>1.0$: $\log_{10}M_q>0$, monotonically increasing; $q<1.0$: $\log_{10}M_q<0$) in steps of 0.1, $\lambda=L_{\text{Earth}}/L$, $L_{\text{earth}}=20\,000$ km. The $q^{th}$-moment colour key is given at the bottom of the figure ($q=0$ (reddish-orange) to $q=2.9$ (red)). The left column are analyses between ±30° latitude, the right hand between ±45°, top to bottom, ERA 40 (denoted by “ERA”), GEM (t=0), GFS (t=0). (a) ERA40 between ±30° latitude; (b) ERA40 between ±45° latitude; (c) GEM between ±30° latitude; (d) GEM between ±45° latitude; (e) GFS between ±30° latitude; (f) GFS ±45° latitude. For the corresponding parameters, refer to Table 2c.

Theoretical $K(q)$ for (say) $C_1=1$, i.e. by dividing by $(q^{\alpha}-q)/(\alpha-1)$. If $M_q$ does indeed follow Eq. (1a) and (1b) with parameters $C_1$, $\alpha$, then can define the “collapsed moments”:

$$M'_q = (M_q)^{(\alpha-1)/(q^{\alpha}-q)}$$

For universal multifractals, with $q<q_c$ yields:

$$M'_q = \lambda^{C_1}$$

i.e., $\log M'_q = C_1 \log \lambda$ so that all the curves for the different moments “collapse” onto a single $q$-independent curve. Such plots are interesting because, on a single plot, we can independently evaluate both the scaling (the straightness of the
collapsed lines) as well as the log-Levy nature of the generator – by the thinness of the collection of lines i.e. how well at a given scale the different moments collapse, how well they follow the functional form \(q^\alpha - q\). If the flux follows Eq. (1b), it implies that the generator of the cascade (log flux) is a Levy variable, index \(\alpha\), so that we may call this a “Levy collapse”. The “thinness” can be quantified at each scale \(\lambda\) by the relative standard deviation of \(M_q^\lambda\) as functions of \(q\):

\[
\delta = \frac{1}{2} \left( \frac{\text{Log} M_q^\lambda - \text{Log} M_q^\lambda'}{\text{Log} M_q^\lambda} \right)^{1/2}
\]

(the overbars indicate averaging with respect to the q values). In Figs. 5, 6, 7 we see that the collapse for the different models, different fields, different altitudes, different forecast periods is very good, and this even out to scales where the scaling is not so well respected. The right hand column shows for each \(\lambda\) the relative root mean square deviation (=\(\delta\)) of the collapsed curves. For all scales the variations in \(\log M_q^\lambda\) are of the order \(\pm 2 - \pm 10\%\) about the mean values (Fig. 5, 6, 7). The main exceptions are at the single small scale (largest \(\lambda\)) point which is presumably a finite size effect associated with the spatial discretization of the grid at the single pixel scale, as well as the occasionally deviations >10% at the largest scales (where the number of independent structures sampled is lowest and the statistics are poorest). In Fig. 6, we show the systematic variation of the collapse with altitude, Fig. 7 with forecast time. The Levy collapse presentation has the attractive feature of allowing us to superpose the corresponding fields of the different models, thus making succinct inter model comparisons possible.

In the previous section, we noted that for all the fields, the regression estimates of \(\alpha\) were close to the value 1.8. Looking more closely, we find overall that for a given field, all altitudes have roughly the same \(\alpha\). There are some features worth mentioning; for example, for GEM, \(\alpha\) is consistently about 0.20 smaller than ERA40 for \(h_s\), while \(u\) and \(T\) at 1000 mb have \(\alpha\sim 1.65\) for GEM compared to 1.94 for ERA40 therefore show differences mostly not too different (0.10 greater) for the higher altitudes. The GFS model typically shows intermediate results between the two other datasets.

In order to see how \(\alpha\) varies for the same field but at different altitudes we calculated the “reduced moments,” \(M_q^\lambda>C_1\), with \(C_1\) estimated numerically from \(C_1=K^{*}(1)\). This separates the changes due to the mean intermittency \(C_1\) from changes in the shape due to different \(L_{eff}\)’s and \(\alpha\)’s. If the reduced moments are equal, then the only difference is in the mean intermittency (\(C_1\)) parameter. Figure 6 shows the reduced moments for \(u, T, h_s\) for GEM and ERA40 (the 48 h GEM forecast was very similar to the analysis) for \(q=0.5\) and \(q=2\). We see that the curves – including the small deviations from linearity at large scales (small \(\lambda\)) are very close so that variations in \(C_1\) do indeed capture much of the field to field variability, variations in the value of \(\alpha\) and \(L_{eff}\) are indeed small.

### 4 Conclusions

Ever since Richardson speculated that atmospheric dynamics might be cascade-like, cascades have been regularly invoked. However, most meteorological applications do little more than identify a candidate cascade quantity, and then on the basis of dimensional arguments, determine (nonintermittent) spectral exponents; cascades are primarily reduced to conceptual aids rather than used as concrete models. Statistical mechanical-type arguments are sometimes further invoked to determine the direction of the cascade. In this way, turbulence theory plays a key role by identifying a priori the cascade quantity. The problem is that these theories have almost always been isotropic or (quasi isotropic) in either three or two spatial dimensions and have hence unnecessarily restricted the investigations of the cascade hypothesis. In the last 10 years, when this classical approach has been used to test cascades on large scale numerical weather models and related products (especially, Atmospheric GCM for the Earth Simulator, Hamilton et al., 2008 and ERA40, Straus and Ditlevsen, 1999), it has been found to fare rather poorly. The
Fig. 5. Levy Collapse Diagrams, showing $\log_{10} M' = (\alpha-1) \log_{10} M_q / (q^\alpha - q)$, showing moments, $q=0.1, 0.2, 0.3, \ldots 2.0$, (excluding $q=1.0$) for each diagram (left hand side), and their corresponding deviations

$$\delta = 100 \left( \frac{\log_{10} M'_{\lambda} - \log_{10} M'_{\lambda}}{\log_{10} M'_{\lambda}} \right)^{1/2}$$

as a function of scale (right hand size). If at a given scale $\lambda$, the curves overlap for all $q$ it implies that the generator (log) of the process is a Levy random variable with corresponding index $\alpha$; the “collapsed” log moments $= C_1 \log \lambda$ (independent of $q$). In what follows, the red curves are GEM, green are ERA40, blue are GFS. (a) $\lambda$ 700 mbar: GEM (red, $\alpha=1.9$), ERA40 (green, $\alpha=2.0$), GFS (blue, $\alpha=1.85$); (b) percentage deviation of moments corresponding to (a); (c) $T$ 1000 mbar: GEM (red, $\alpha=1.7$), ERA40 (green, $\alpha=1.95$), GFS (blue, $\alpha=1.75$); (d) percentage deviation of moments corresponding to (c); (e) $T$ 700 mbar: GEM (red, $\alpha=2.05$), ERA40 (green, $\alpha=2.2$), GFS (blue, $\alpha=2.15$); (f) percentage deviation of moments corresponding to (e); (g) 700 mbar $h_s$: GEM (red, $\alpha=1.65$), ERA40 (green, $\alpha=1.8$), GFS (blue, $\alpha=1.8$); (h) percentage deviation of moments corresponding to (g). The slope of the lines is $C_1$ and the horizontal intercept is the outer scale given in Table 2.

Fig. 6. More Levy collapse curves (left), here as a function of altitude, and their corresponding deviations $\delta$ (right) as a function of scale (a) GEM collapse curves $\mu$: 1000 mb (red, $\alpha=1.7$), 700 mb (green, $\alpha=1.9$), 200 mb (blue, $\alpha=1.85$); (b) percentage deviation as a function of scale, corresponding to (a); (c) $h_s$ ERA40: collapse curves 1000 mb (red, $\alpha=2.05$), 700 mb (green, $\alpha=1.8$), 200 mb (blue, $\alpha=1.73$); (d) percentage deviation as a function of scale, corresponding to (c). The slope of the lines is $C_1$ and the horizontal intercept is the outer scale given in Table 2.

Fig. 7. More Levy collapse curves, (left) here as a function of forecast time, and their corresponding deviations $\delta$ (right) (a) GEM $h_s$: 850 mb: $t=0$ h (red, $\alpha=1.73$, $C_1=0.90$, $\lambda=0.31$), $t=48$ h (green, $\alpha=1.77$, $C_1=0.088$, $\lambda=0.27$), $t=144$ h (blue, $\alpha=1.78$, $C_1=0.094$, $\lambda=0.26$); (b) percentage deviation as a function of scale, corresponding to a; (c) $h_s$ ERA40 collapse curves: 1000 mb (red, $\alpha=2.00$), 700 mb (green, $\alpha=1.97$); (d) percentage deviation as a function of scale, corresponding to (c). The slope of the lines is $C_1$ and the horizontal intercept is the outer scale, which is given in Table 2 for (b). Note that the $\alpha$ value may vary slightly depending on the fitting method.
consequence is that there is no currently accepted turbulence interpretation of the model statistics. However, starting in the 1960’s – in order to help understand intermittency, – precise, explicit multiplicative cascade models were developed. These phenomenological models are designed to reproduce some of the symmetries of the governing dynamical equations, specifically the scale by scale conservation of turbulent fluxes, the scale invariance symmetries of the dynamics and localness in Fourier space (so that interactions are primarily between structures of similar size). An advantage of directly exploiting the scale invariance is that no specific a priori assumptions need to be made about either isotropy or about the physical nature of the cascade quantity: the (generally anisotropic) scale symmetries play a crucial role. It is now understood that the implications are quite generic – they are insensitive to many details so that the statistics are expected to obey the basic prediction of multiplicative cascades Eq. (1a). In addition, due to the existence of stable attractive universality classes (a kind of multiplicative central limit theorem), there is an even more precise prediction – that the exponent $K(q)$ should depend only on two basic parameters (Eq. 1b).

Using (now standard) data analysis techniques, we demonstrate that three leading numerical models of the atmosphere accurately follow the predictions of multiplicative cascade models, including one (the reanalysis ERA 40) where extensive analysis of the classical (isotropic turbulence) approach failed to follow the predictions of the isotropic theories (Straus and Ditlevsen, 1999). In retrospect, it is fortunate that the models nearly perfectly follow the cascade predictions because an increasing number of analyses of empirical atmospheric data find that the atmosphere also has a cascade structure, so that the statistics of the data and numerical models are at least in qualitative (structural) agreement. The cascade structure of the initialisation fields makes it possible that the results are at least partially imposed by the constraint that they are near the (cascade-like) data at $t=0$. However, the forecasts – both short (48 h) and medium-range (144 h) – show that the model statistics are little changed although there is a small increase in the residuals, $\delta$. This suggests – but does not prove – that if the same models were run in “climate-mode” – i.e. for very long integrations – that they would maintain a cascade structure.

Over the period where numerical and multiplicative cascade models were developed in parallel, they have sometimes seemed irreconcilable – if only because the former are deterministic with strong scale truncations, whereas the latter are stochastic over arbitrarily wide ranges of scale. However in the last 15 years, with the development of “ensemble” forecasting (e.g., Zoth and Kalnay, 1993), there has been a revolution in attitudes about forecasting: it is now increasingly accepted that the goal is no longer a deterministic forecast of the weather (or climate) but rather the production of a distribution of possible future atmospheric states including their relative probabilities: today the aim is a stochastic one. At the moment, this goal can only be achieved by a nontrivial marriage between the deterministic models and stochasticity, which is currently artificially introduced via various methods of generating initial conditions (e.g. “ensemble breeding”, see Corazza et al., 2003). Other ad hoc attempts such as Buizza et al. (1999) and Palmer (2001) to introduce the required stochasticity include attempts at subgrid “stochastic parameterization”. With the findings of this paper that cascades accurately describe the stochastic structure of the equations, several new avenues for modelling appear. The stochastic parameterization in this case can be used to properly implement an ensemble forecast – so differences in each member of the ensemble appear because of changes in the fields due to the stochastic parameterization. In the short term, using the cascades as theoretically “clean” subgrid parameterizations is promising, while in the medium to long term, quite new more direct purely stochastic forecasting techniques will be possible by exploiting the long range memory implicit in the cascade structures as mentioned in Scherzter and Lovejoy (2004).
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