Intrinsic low-frequency variability of the Gulf Stream
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Abstract. In this paper a process study aimed at analyzing the low-frequency variability of intrinsically oceanic origin of the Gulf Stream (GS) and GS extension (GSE) is presented. An eddy-permitting reduced-gravity nonlinear shallow water model is implemented in an idealized North Atlantic Ocean, with schematic boundaries including the essential geometric features of the coastline and a realistic zonal basin width at all latitudes. The forcing is provided by a time-independent climatological surface wind stress obtained from 41 years of monthly ECMWF fields. The model response yields strong intrinsic low-frequency fluctuations on the interannual to decadal time scales. The modelled time-averaged GS/GSE flows are found to exhibit several features that can also be deduced from satellite altimeter data, such as the Florida Current seaward deflection, the GS separation at Cape Hatteras, and the overall structure of the GSE. The intrinsic low-frequency variability yields two preferred states of the GSE differing in latitudinal location that also have their counterpart in the altimeter data. A preliminary analysis of the variability in terms of dynamical systems theory is carried out by using the lateral eddy viscosity as the control parameter. A complex transition sequence from a steady state to irregular low-frequency variability emerges, in which Hopf and global bifurcations can be identified.

1 Introduction

Along the western sides of the main world ocean basins western boundary currents (WBCs) flow as intense and narrow streams, transporting huge volumes of warm and salty water poleward. The strongest currents are located in the Northern Hemisphere: the Gulf Stream (GS) in the North Atlantic Ocean and the Kuroshio in the North Pacific Ocean. The GS and Kuroshio and their extension jets (GSE and KE, respectively) profoundly affect the global climate system. The high eddy kinetic energy level, the strong large-scale interannual to decadal changes and corresponding air-sea interaction processes present in the KE region are known to affect considerably the climate of the North Pacific area (e.g. Qiu, 2000, 2002; Kelly et al., 2010). The GSE interannual variability is mainly associated with a meridional shift of the jet (e.g. Lee and Cornillon, 1995; Frankignoul et al., 2001; Zhang and Vallis, 2006; Sasaki and Schneider, 2011a), and can drive energetic synoptic atmospheric fluctuations of climatic relevance (e.g. Joyce et al., 2009; Feliks et al., 2011).

In situ investigations, three decades of satellite missions and many model studies have provided clear evidence of the large variability of such WBCs, particularly after their separation from the coast (for recent overviews, see Kelly et al., 2010; Rossby et al., 2010; Sasaki and Schneider, 2011b). One of the most striking differences between the GS/GSE and Kuroshio/KE is the low-frequency variability of two characteristic indices, the path latitude and the surface transport (see Fig. 12 in Kelly et al., 2010). While the KE clearly shows large amplitude variations on a decadal time scale, interannual variability dominates in the GSE. In fact, while decadal bimodality of the KE path is well established from observations (Taft, 1972; Qiu, 2002; Qiu and Chen, 2010), in the GS Extension (GSE) such a strong bimodality is absent, although significantly fluctuating meandering patterns are present. As for the GS, following the southeast coastline of the United States it yields a weak seaward deflection off South Carolina, as revealed by satellite observations. Bane and Dewar (1988) suggested that such a deflection has a bi-modal character, but with transitions occurring on a relatively fast (inter-monthly) time scale. By analyzing yearly averages of the cold wall of the GS, Auer (1987) showed that a weak interannual variability is also present in the same region (see Fig. 4 in Auer, 1987).

As far as the cause of the observed variability is concerned, low-frequency fluctuations in the wind forcing are known to play a major role in GSE changes. For instance, shifts of the GSE axis lag atmospheric fluctuations associated with...
the North Atlantic Oscillation by few years (Frankignoul et al., 2001; de Coëtlogon et al., 2006; Sasaki and Schneider, 2011a). On the other hand it is well known that highly nonlinear WBC extensions, such as the GSE, can, under certain conditions exhibit strong low-frequency variability generated exclusively by intrinsic oceanic mechanisms (Dijkstra, 2005; Dijkstra and Ghil, 2005). It is therefore of great theoretical interest to investigate how nonlinear internal ocean dynamics contributes to the GSE variability.

Model studies of the intrinsic low-frequency variability in the wind-driven ocean circulation in idealized rectangular basins (e.g. Jiang et al., 1995; McCalpin and Haidvogel, 1996; Dijkstra and Katsman, 1997) and in configurations with realistic continental geometry and steady wind stress (e.g. Dijkstra and Molemaker, 1999; Schmeits and Dijkstra, 2001; Pierini, 2006) suggest that multiple equilibria and intrinsic low-frequency variability due to nonlinear mechanisms all internal to the ocean system may be present in both the North Atlantic and North Pacific WBC extensions. More recent work has suggested that energetic intrinsic relaxation oscillations contributing to the interannual and decadal-scale variability in WBC extensions (and in the KE in particular) may arise from a global bifurcation in phase space (Simonnet et al., 2005; Pierini, 2006; Pierini et al., 2009). In simulations based on a reduced-gravity shallow water model with schematic coastline, the behaviour of the KE path length and upstream path position (Pierini, 2006; Pierini et al., 2009; Pierini and Dijkstra, 2009) is found to be in quantitative agreement with observations.

As the GS/GSE system is dynamically analogous to the Kuroshio/KE system in terms of multiple equilibria and intrinsic variability, an interesting issue is what variability is found when the shallow water model of Pierini et al. (2009) is applied to the North Atlantic region. Differences with the North Pacific in this context will include the schematic coastline, the representation of the upper-layer stratification and the climatological wind stress. Will decadal-scale transitions between large-scale GSE paths arise similarly to what was found for the KE? In other terms, what is the role played by nonlinear intrinsic mechanisms in the GS/GSE low-frequency variability?

To investigate the issue of the degree of dynamic similarity between GSE and KE and, more in general, to further assess the importance of intrinsic oceanic mechanisms produced by barotropic instability processes in the overall low-frequency variability of the GSE, in this study the reduced-gravity shallow water model of Pierini (2006) is implemented (Sect. 2) in a schematic North Atlantic basin that includes essential geometric features of the coast and a realistic zonal width of the integration domain at all latitudes. Moreover, the time-independent climatological wind stress forcing obtained from 41 years of European Centre of Medium-range Whether Forecasts (ECMWF) monthly fields is discussed. In Sect. 3, the simulated GS mean jet and its variability are both presented and compared with satellite altimeter observations; a preliminary analysis of the intrinsic low-frequency variability of the GS system in terms of dynamical systems theory is also presented. Conclusions are finally drawn in Sect. 4.

2 The reduced-gravity shallow water model and wind forcing

As shown by Dengg et al. (1996), the GS system is subdivided into the Loop Current located in the Gulf of Mexico, the Florida Current, the GS proper, the GSE and the continuation of the jet into the North Atlantic and Azores Currents. The GS starts flowing into the northwest Atlantic Ocean from the Florida Straits, and then follows the Florida coasts as a stable parallel flow (the Florida Current). The GSE then forms after separation of the GS past Cape Hatteras and invades a large part of the northern North Atlantic. To possibly capture these features, the domain of integration is chosen so that the large-scale shape of the continental boundaries, between the latitudes 60°N and 10°N, is included. Moreover, a Southern Hemisphere belt delimited by the latitude $\phi = 10^\circ$S allows one to take into account aspects of the equatorial ocean dynamics.

Pierini (2008) showed that elements of realism in the geometry of the domain of integration can play a crucial role in shaping the low-frequency variability of the KE, so that in a process-oriented approach, a correct latitudinal extension (that insures a correct vorticity input in the oceanic interior) and a relatively realistic schematic coastline (on the western side of the ocean in particular) are essential. For the latter, the removal of small-scale coastal features allows one to avoid undesirable instabilities related to the limited resolution, without affecting the basic large-scale features of the flow. Following this approach we have defined a coastline (Fig. 1) composed of a number of connected lines defined on the x-y plane of a Cartesian coordinate system by means of a sinusoidal projection. The zonal width extends between the longitudes 75°W and 15°E, spanning the entire North Atlantic basin. Several segments connect eleven points along the western boundary: $A = (10^\circ$S; 34°W), $B = (6^\circ$S; 35°W), $C = (9^\circ$N; 60°W), $D = (16^\circ$N; 61°W), $E = (22^\circ$N; 79°W), $F = (31^\circ$N; 81°W), $G = (35^\circ$N; 75°W), $H = (40^\circ$N; 73°W), $I = (46^\circ$N; 52°W), $J = (54^\circ$N; 56°W) and $K = (60^\circ$N; 63°W). The eastern boundary of the Atlantic basin is delimited by a border that excludes the adjacent seas from the integration domain, and the western coasts of Africa are represented by a circle. The use of this schematic coastline carries the advantages of filtering out small-scale motion induced by analogues of small-scale features of the coastlines (irrelevant when analyzing large-scale flows), and of highlighting the role played by the coastline in shaping the ocean dynamics.
The flow in this model is governed by the reduced-gravity, nonlinear shallow water equations:

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} + f \times \mathbf{u} = -g' \nabla \eta + \frac{\tau}{(\rho H)} \eta = \frac{\nabla^2 \mathbf{u} - \gamma \mathbf{u} |\mathbf{u}|}{\sqrt{g' H}}
\]

(1a)

\[
\frac{\partial \eta}{\partial t} + \nabla \cdot (\mathbf{H} \mathbf{u}) = 0
\]

(1b)

where \( k = (0, 0, 1) \), \( \mathbf{u} = (u, v, 0) \) is the vertically averaged horizontal velocity, \( f = 2\Omega \sin \phi \) the vertical component of the planetary vorticity (where \( \Omega = 7.3 \times 10^{-5} \text{ rad s}^{-1} \) is the rotation rate of the earth and \( \phi \) is the local latitude), \( g' = g(\rho_2 - \rho_1)/\rho \) the reduced gravity (where \( g \) is the acceleration of gravity, \( \rho_1 \) and \( \rho_2 \) are the constant upper and lower layer densities, respectively, and \( \rho \) is a mean density), \( \eta \) is the thermocline displacement (positive downward), \( \mathbf{H} = D + \tilde{\eta} \) the upper (active) layer thickness (where \( D \) is the undisturbed layer thickness), \( \tau = (\tau_x, \tau_y, 0) \) the surface wind stress, \( K_H \) the lateral eddy viscosity coefficient, and \( \gamma \) the quadratic interfacial friction coefficient. No-slip boundary conditions are applied along all lateral walls.

Although in the context of the GS system the applicability of such a simplified model may appear inappropriate (e.g. because baroclinic instability, the barotropic component and at least a second active layer that can include a deep current are all absent in the dynamics), Eqs. (1) do account for the formation of meanders and of intrinsic low-frequency fluctuations generated by barotropic instability, which are found to be essential in the KE case (Pierini, 2006; Pierini et al., 2009). Since the equations are solved numerically through an explicit finite-difference method (Pierini, 2006), the use of a model without the external mode allows for a substantial reduction of the integration time. This is particularly useful when many simulations are required for the analysis of flow behaviour in the framework of dynamical systems theory (Sect. 3.3).

The parameter values used are listed in Table 1. The grid size of 20 km makes this model eddy-permitting, and Chassignet and Marshall (2008) recognized that this resolution is sufficient to reproduce the main features of the GS. The time step of 20 min is required by the Courant-Friedrichs-Lewy condition for numerical stability. The value of \( g' \) was derived from mean densities obtained from vertical sections of the WOCE Atlas (http://sam.ucsd.edu/). The time integration is carried out starting from motionless initial conditions for a time interval of 50 yr. Several values of the lateral eddy viscosity \( K_H \) are considered in sensitivity experiments (Sect. 3.3), but the reference value \( K_H = 100 \text{ m}^2 \text{ s}^{-1} \) is chosen for the basic numerical experiments described in Sects. 3.1 and 3.2. Finally, the sea surface height (SSH) \( \eta \) (positive upward) is computed from \( \tilde{\eta} \) through the formula \( \eta \equiv \tilde{\eta}(\rho_2 - \rho_1)/\rho \).

The degree of realism introduced by the schematic coastline requires an analogous degree of realism in the wind forcing. Thus, zonal and meridional components of the wind velocity, provided by the ECMWF, have been retrieved from the ERA-40 re-analysis project (Uppala et al., 2005) and interpolated onto the domain of integration. Forty-one years (1961–2001) of monthly mean fields have been used to calculate a climatological surface wind velocity with a spatial resolution of 4° in both horizontal directions; the corresponding surface wind stress field was then computed through classical bulk formulae. The obtained steady surface wind stress climatology is finally used to force the model: the corresponding wind stress curl is shown in Fig. 1. The choice of neglecting all sort of variability in the forcing (from the short-term to the seasonal and low-frequency time scales) is a necessary element when investigating fluctuations of intrinsic origin (e.g. Dijkstra, 2005).

3 Numerical results

3.1 The climatological flow

In this section an analysis of the time-averaged model solution and relative comparison with altimeter data is presented.
in order to identify important modelled GS features that are in agreement with observations. After the model spin-up (see the time series in Fig. 4 below) a time average of the SSH over the 26-yr period $t = 24–50$ yr is computed. The resulting mean SSH field (shown in Fig. 2a) can be compared with the 18-yr climatology (Fig. 2b) of the absolute dynamic topography (ADT) derived from satellite altimeter products of Salto/Duacs and distributed by Aviso, with the support from Cnes: http://www.aviso.oceanobs.com/duacs/. Since the GSE axis is well represented by the 40-cm contour (see Fig. 2b) and by the 0-cm contour of the modeled jet, in order to allow for an easier comparison, a 40-cm offset has been added to the simulated SSH to make the modeled and observed GSE axis comparable.

(i) The FC is a northward flowing current which follows the Florida coastline: its transport is the result of two main contributions, the Antilles Current and the Loop Current, the latter being dominant. The Loop Current originates in the Gulf of Mexico and moves into the GS through the Florida Straits; estimates provided by Wilson and Johns (1997) suggest a volume flux of 17.5 Sv through this passage. The GS is highly variable in that location and may in part account for the variability of the FC that is, in turn, affected by both seasonal and interannual changes. The numerical solution (Fig. 2a) yields a weak recirculation cell at its southern edge, including the Antilles Current (which extends along the northern boundary of the Caribbean archipelago up to the Florida coasts). The present model solution does not include the region of the Gulf of Mexico, so the simulated response does not take into account dynamical processes occurring there. This implies that the simulated FC, which correctly flows along the coastline, is weaker than the observed one. Once the FC reaches the South Carolina coasts a seaward deflection of the mean flow is observed (Fig. 2b). Bane and Dewar (1988) noticed that the presence of a topographic irregularity known as the Charleston Bump, off South Carolina (near $31^\circ$ N), may affect the path of the FC. They also noticed that such a deflection presents a bimodal character, with the FC assuming alternatively a weakly and a strongly deflected state. A much more pronounced seaward deflection of the FC is also present in the model simulation in the correct location, and it is represented, in Fig. 2a, by the northern edge of a strong anticyclonic recirculation gyre centred at $31^\circ$ N–$78^\circ$ W (the latter being also much stronger than the real one). This deflection breaks the meridional orientation of the FC and, since the reduced-gravity model does not take into account topographic effects, the modelled premature separation from the coast must be due to a combination of inertial effects and coastline orientation. Although the mutual interactions between the GS and the topographic irregularity are certainly important effects, we conjecture that the deflection may be partly due also to a premature separation of the GS. Premature separations have also been found in model studies on the role of the viscosity parameterization on the GS separation at Cape Hatteras (Chassignet and Garaffo, 2001) and in Parallel Ocean Climate Model simulations (Schmeits and Dijkstra, 2001): the GS separates either too far south compared to reality or too far north. However, Adcroft and Marshall (1998) demonstrated that piecewise-constant coastlines exert a spurious form stress on model boundary currents that depends on the implementation of lateral boundary conditions; such form stress can, in some cases, introduce premature WBC separation.

(ii) At about $33^\circ$ N, beyond the seaward deflection, the modelled GS rejoins the coastline and continues northward toward Cape Hatteras, where, at $35^\circ$ N it separates from the coast near the correct location (Fig. 2b), although with a more zonally oriented path in comparison with the observed flow. In view of the lack of any topographic effect in the adopted reduced-gravity model, this result is in support of the inertial overshooting model, as a separation mechanism, whose relevance in the GS separation process was stressed in a recent laboratory study (Pierini et al., 2011). A more quantitative model-data comparison of the flow just after separation can be performed through Fig. 3, where the observed (solid line) and modelled (dashed line) zonal geostrophic velocity sections at $35^\circ$ N are plotted. The dashed line (26-year mean of the model response) shows that the model simulates a strong zonal current whose maximum intensity is confined to the west of the basin: this is also evident in the observed

Fig. 2. (a) 26-yr time-mean of the simulated SSH (cm). (b) 18-yr (1993–2010) climatology of the absolute dynamic topography (distributed by AVISO/Cnes) (cm). A 40-cm offset has been added to the modeled SSH to make the modeled and observed GSE axis comparable.
3.2 Intrinsic low-frequency variability

In order to explore the intrinsic GSE low-frequency variability we follow Pierini (2006) in deriving time series (shown in Fig. 4a) of the kinetic energy integrated over the sectors S1, S2, and S3 defined in Fig. 1. Sector S1 includes only partially the jet variability and displays low energy values; in contrast, sector S2 represents most of the variability of the jet, and includes several oscillations superimposed on a higher amplitude relaxation-type oscillation; as for sector S3, since it is far from the jet axis it displays lower amplitude oscillations. In summary, all signals display complex oscillatory behaviour due to intrinsic instabilities, and the corresponding spectra within the more intense region of variability, S1∪S2, yield peaks at 1.0, 1.2, 3.9, 6.6, and 13.0 yr (Fig. 4b).

In order to analyze the spatial structure of the variability, yearly snapshots (sampled at the first day of each year) of the modelled 40-cm SSH contours have been overlapped in Fig. 5a. Off North Carolina the modelled GS yields a stable separation location at 35° N, in good agreement with observations (e.g. Lee and Cornillon, 1995). In its upstream region (λ ∼ 75° W−70° W) the modelled GSE axis displays two different meridional locations denoted with green and blue contours, respectively (orange contours indicate intermediate locations). The mean meridional position of the green paths is on average at ∼35° N; this state gradually shifts northward reaching the blue paths position at ∼36° N. The analogous paths obtained from altimeter data (Fig. 5b) display a meridional shifting of the jet, whose latitudinal location can be persistent during two or three years. While (as already noticed in the preceding section) the real upstream GSE is more northward oriented compared with the modelled jet, it is interesting to notice that the range of the cross-stream displacement of the modelled jet axis is in good agreement with that of observations. Finally, further east (λ ∼ 70° W−65° W), the modelled GSE (Fig. 5a) displays higher amplitude oscillations with a more pronounced meandering activity: all the contours are involved in a latitudinal shift of about 1°−2°. In general blue contours follow a slightly more straight path, with relatively small amplitude meandering when compared to the green contours. These stronger oscillations are absent in the real GSE in the same longitudinal band, although a weak meandering activity (absent in the first part of the jet) does occur (Fig. 5b).

The GSE latitudinal oscillation is shown in Fig. 6 through a Hovmöller (ϕ-t) diagram in which the zonal geostrophic velocity at 75° N is plotted as a function of time during the 26-yr interval of our analysis. The strong core of the stream is on average located at 35° N, but transitions between the high and low latitudinal positions are also evident. The stream is persistent over an interval of about 3–4 yr while transitions occur over shorter periods, generally of 1–2 yr.

Figures 7 and 8 show observed annual averages and model snapshots of the SSH, respectively, and reveal synoptic features of the GS/GSE associated with the states analyzed in Fig. 5. In the first two panels of Fig. 7 (years 1995, 2000) the GSE is characterized by a deflection of the jet axis at ∼70° W (where it reaches the latitude ∼38° N) from an almost SW-NE orientation to the west to an almost zonal orientation to the east, accompanied by a weak meandering further east: this state corresponds to the blue curves of Fig. 5b. On the other hand, in the third and fourth panels (years 1998, 2006), at ∼70° W the axis reaches only the latitude ∼36° N, moreover the SW-NE orientation extends up to 66°−67° W followed by a pronounced meandering activity further east: this state corresponds to the green curves of Fig. 5b. This behaviour is similar to that of the KE, for which a more northerly mean path is associated with a persistent meandering state, whereas a more southerly mean path is characterized by a more convoluted and variable jet (e.g. see Figs. 2
Fig. 4. (a) Time series of the kinetic energy integrated over sectors S1, S2 and S3 (see Fig. 1). (b) Spectral amplitude of the kinetic energy integrated over the sector S1∪S2.

and 3 of Qiu and Chen, 2010; see also Fig. 2 of Pierini et al., 2009, for a model-data comparison). However, the changes in both the latitudinal location of the jet and the downstream meandering activity are clearly much weaker in the GSE. Finally, despite the differences between modelled and observed patterns already noticed in Fig. 2, in the panels of Fig. 8 some analogies with the above mentioned states can be recognized: in the first two panels ($t = 26$, 15 yr) the upstream GSE yields a more northern location and a weaker meandering downstream than in the other two panels ($t = 8$, 9 yr).

3.3 Preliminary analysis of the variability in terms of dynamical systems theory

The origin of the GSE low-frequency variability can also be analyzed in the framework of dynamical systems theory by studying the transition behaviour of the modelled flows when a control parameter is varied, thus obtaining valuable insights into the role played by such a parameter in shaping the variability (Dijkstra, 2005). Carrying out a thorough analysis of that kind in a problem like the present one with $O(10^6)$ degrees of freedom can only be done by performing a large number of forward time integrations: this in turn would allow one to obtain an empirical bifurcation diagram and various statistical measures of flow behaviour (e.g. as done by Pierini et al., 2009, for the KE case). A study of this kind is beyond the scope of this paper; nonetheless, in this section we present a brief preliminary analysis in terms of dynamical systems theory by varying the dissipative parameter $K_H$.

Figure 9a shows the time series of kinetic energy integrated over the GSE area (sector S1∪S2∪S3 of Fig. 1) obtained by varying $K_H$. The time series with the highest kinetic energy (curve labelled 1) represents the reference simulation analyzed in the previous sections. Figure 9b shows orbits projected onto the KINE(S1)-KINE(S2∪S3) plane for the different values of $K_H$. Within the range $K_H = 100$–$300 \text{ m}^2 \text{s}^{-1}$ several attractors emerge: a stationary state, small amplitude oscillations, higher energy periodic oscillations, and a large amplitude composite oscillation. The red points in Fig. 9b identify the steady states of the system while periodic oscillations are shown as closed curves. In a first small amplitude range (range “A” in Fig. 9a) one can identify a first Hopf bifurcation leading to small amplitude periodic oscillations.

The green curve ($K_H = 200 \text{ m}^2 \text{s}^{-1}$), that after spinup leads again to a steady state, marks the transition to a higher amplitude range (range “B”). A new Hopf bifurcation arises between curves 4 and 3 ($K_H = 160$, 140 $\text{ m}^2 \text{s}^{-1}$). For $K_H = 140$, 120 $\text{ m}^2 \text{s}^{-1}$ the two periodic oscillations are visible as limit cycles in Fig. 9b; the amplitude of the oscillation approximately doubles for $K_H = 120 \text{ m}^2 \text{s}^{-1}$. Moreover, inspection of Fig. 9a, b suggests the existence, in range B, of a global bifurcation between curves 2 and 1 marking the transition from small amplitude, nearly monochromatic oscillations to the large amplitude relaxation-type oscillation (curve 1) discussed in the preceding sections.

4 Summary, discussion and conclusions

In this paper it was shown that a reduced-gravity (therefore without baroclinic instability, topographic effects and buoyancy forcing) nonlinear primitive equation ocean model, forced by a steady climatological wind field derived from ECMWF data and implemented with schematic but reasonably realistic coastlines, produces a mean flow and an intrinsic low-frequency variability of the GS/GSE system that is, in some of its prominent features, in reasonable agreement with observations. More specifically:

- for the climatological flow significant agreement is found for the location of the FC seaward deflection and corresponding southern recirculation gyre, for the location of the GS separation, and for the location and extension of the upstream GSE northern and southern recirculation gyres;
Fig. 5. (a) Paths of the modelled GS and GSE defined by the 40-cm SSH contours (the 26 curves represent the last 26 years of the integration). The blue (B) and green (G) contours show the higher and lower latitudinal locations of the jet, respectively; the orange contours (O) correspond to intermediate locations (the legend shows the temporal sequence of the contours). (b) Paths of the GS and GSE defined by the 40-cm observed absolute dynamic topography (distributed by AVISO/Cnes). The blue and green contours show the higher and lower latitudinal locations of the jet, respectively; the orange contours correspond to intermediate locations (the legend refers to the corresponding annual average).

Fig. 6. Contour plot of the simulated zonal geostrophic velocity at 75° W as a function of time.

– for the **intrinsic low-frequency variability** significant agreement is found for the existence of two main GSE axis shapes and locations in the band $\lambda \simeq 75^\circ$ W–65° W (that identify two preferred states of the jet), for the range of the cross-stream displacement of the modelled jet axis in the same band, and for the occurrence of a meandering activity in the band $\lambda \simeq 70^\circ$ W–65° W.

A preliminary analysis of the transition behaviour of the flow has also been carried out by varying the lateral eddy viscosity coefficient: relaxation-type oscillations are found to emerge from a global bifurcation, similarly to what was found for the KE within a similar model approach.

It should also be stressed that several modelled features of the GS/GSE mean flow and variability are not in agreement with observations. More specifically:

– for the **climatological flow** no agreement with observations is found for the amplitude of the modelled FC seaward deflection (which is much stronger than the observed stream), for the modelled upstream GSE location (which is more zonally oriented than the observed jet, and with half the observed current speed), and for the modelled downstream GSE (which is much weaker than the observed jet);
---

- For the **intrinsic low-frequency variability** no agreement with observations is found for the amplitude of the modelled GSE meandering activity in the band $\lambda \cong 70^\circ$W–$65^\circ$W (which is much stronger than that of the observed jet).

However, this lack of agreement should not be seen as a drawback of this idealized study, whose aim is only to identify, in a relatively idealized context, the main features present in the observations that are possibly generated by nonlinear intrinsic mechanisms produced by barotropic instability processes. In connection to this, an important point concerns the observed relationship between characteristics of the GSE interannual variability (namely, the meridional shift of the GSE axis) and wind fluctuations associated with the North Atlantic Oscillation (e.g. Frankignoul et al., 2001; Sasaki and Schneider, 2011a). One might argue that since those features are wind-driven they cannot be due to intrinsic effects because, if the latter are the cause, then no direct relationship between GSE changes and wind changes should be expected.

Fig. 7. Annual averages of the absolute dynamic topography distributed by Aviso/Cnes (cm). From top to bottom: year 1995, 2000, 1998, 2006.

Fig. 8. Simulated snapshots of the SSH (cm) corresponding (from top to bottom) to the first field of $t = 26, 15, 8, 9$ yr.
Fig. 9. (a) Time series of the kinetic energy integrated in sector $S_1 \cup S_2 \cup S_3$ for different values of $K_H$: $K_H = 100, 120, 140, 160, 180, 200, 220, 240, 260, 300 \, \text{m}^2 \, \text{s}^{-1}$, corresponding to lines 1, ..., 10, respectively. Two different energetic regimes (Range A and Range B) can be identified; the green line ($K_H = 200 \, \text{m}^2 \, \text{s}^{-1}$) marks the transition between them. The red lines identify steady states of the system. (b) Orbits projected onto the (kinetic energy)$(S_1) - (\text{kinetic energy}) (S_2 \cup S_3)$ plane for different values of $K_H$.

However, this simplistic scenario holds only in an autonomous dynamical systems framework. In fact, from a more realistic non-autonomous dynamical systems viewpoint (in which, for example, the system is forced by a mean wind plus a wind noise, and even periodic components) the same relaxation oscillations found with steady forcing can either be triggered by wind variations through the coherence resonance mechanism (e.g. Pierini, 2010, 2011 – section 4a, 2012) or be synchronized (e.g. Anishchenko et al., 2007) or be in weak phase relation with a periodic forcing component (e.g. Pierini, 2011 – section 4b). This suggests that the intrinsic low-frequency variability obtained in a model with steady forcing (such as the present one) can well be correlated with wind variations, as appears from GSE observations. In the companion case of the KE decadal relaxation oscillations, a hypothesis put forward is that the observed Rossby wave signal (found to be correlated with wind stress changes associated with the Pacific Decadal Oscillation) controls the intrinsic KE bimodal variability through a spatial reorganization of the KE flow, from a meridionally broad to a frontal scale structure, thanks to the internal variability of the ocean (Taguchi et al., 2007; Pierini and Dijkstra, 2009). A similar mechanism can be conjectured for the GSE variability as well. Obviously, further modeling studies are needed to support this hypothesis.
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