Trend analysis using non-stationary time series clustering based on the finite element method
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Abstract. In order to analyze low-frequency variability of climate, it is useful to model the climatic time series with multiple linear trends and locate the times of significant changes. In this paper, we have used non-stationary time series clustering to find change points in the trends. Clustering in a multi-dimensional non-stationary time series is challenging, since the problem is mathematically ill-posed. Clustering based on the finite element method (FEM) is one of the methods that can analyze multidimensional time series. One important attribute of this method is that it is not dependent on any statistical assumption and does not need local stationarity in the time series. In this paper, it is shown how the FEM-clustering method can be used to locate change points in the trend of temperature time series from in situ observations. This method is applied to the temperature time series of North Carolina (NC) and the results represent region-specific climate variability despite higher frequency harmonics in climatic time series. Next, we investigated the relationship between the climatic indices with the clusters/trends detected based on this clustering method. It appears that the natural variability of climate change in NC during 1950–2009 can be explained mostly by AMO and solar activity.

1 Introduction

In recent years, new methods have been developed in the area of machine learning and computational statistics to analyze massive data. In the climate science area, it is important to find connections between results of such data-based analysis and physical phenomena. In this paper, we address the problem of climate variability and its relation to physical phenomena. The trend analysis is useful for a better understanding of climate change and variability. Furthermore, interpreting the results of trend detection is useful for an understanding of the physical relations behind both warming and cooling on inter-annual timescales and climate indices.

The linear trend is the most straightforward assessment of the long-term behavior of a time series (Wilks, 2011). During the last decade, numerous papers have discussed long-term linear tendencies of climate parameters such as precipitation, temperature and the North Atlantic Oscillation (NAO) index (Tabari and Hosseinzadeh Talae, 2011; Sonali and Nagesh Kumar, 2013). Due to changes in the trends, real-world time series do not generally fit in a straight line. As outlined by the IPCC Fifth Assessment Report (IPCC, 2013), in the Northern Hemisphere, 1983–2012 was likely the warmest 30-year period of the last 1400 years and has a larger temperature trend. Also, a visual inspection of global temperature time series for the period 1880–1997 shows that the mean warming obtained by fitting a straight line did not occur in a consistent manner, except in two continuous periods, one beginning around 1910 and the other starting in the mid–1970s (Tomé and Miranda, 2004). It has been statistically shown that a linear trend does not adequately describe low-frequency behavior of temperature time series (Karl et al., 2000; Lyubchich et al., 2013). Seidel and Lanzante (2004) analyzed global surface temperature anomalies and proved using the Schwarz Bayesian information criterion (SIC) that the piecewise linear model is better than a single linear trend. Other analysis methods, such as Fourier analysis, cannot find change points that result from heterogeneity in the data and many of the features become
hidden. Therefore, it is useful to find local trends and detect the breakpoints in the time series.

Mudelsee (2010) indicated some parametric and non-parametric methods to find models for trend change. In parametric methods, a cost function is defined using ordinary least squares (OLS), and a brute-force search is performed over all candidate points to estimate the change points. Also, an algorithm is presented in Tomé and Miranda (2005) for fitting a continuous regression model with several break points to data and then it was applied in order to study changes in Azores temperature, the NAO index and Lisbon winter precipitation. In addition, Liu et al. (2010) used the same method to find partial trends of wind variability in the mesosphere and the lower thermosphere. In nonparametric smoothing, the points inside a sliding window of length $L$ are averaged using a kernel function and the window runs along the time axis (Godtjebesen et al., 2012; Scherrer et al., 2013).

Methods based on statistical tests are also used in the literature to find changes in the linear trends. They consist of performing several kinds of tests to confirm or reject the hypothesis of change occurring. Mann–Kendall is used to detect change points in trends of rainfall and stream flow (Modares and Sarhadi, 2009; Ehsanzadeh et al., 2011). Toreti and Deseiato (2008) analyzed mean temperature trends in Italy using two separated lines detected by the progressive Mann–Kendall method. Furthermore, Martínez et al. (2010) used four homogeneity tests to find one break point in the temperature trend of Spain and then related these changes to volcanic eruptions. The Bai–Perron test is also used in change point analysis of time series (Toreti et al., 2010a; Vorbesselt et al., 2010). The former paper connected temperature trend change over Italy to NAO. Beaulieu et al. (2012a, b) assumed that the most likely position for a shift in model parameters of time series is one that minimizes the SIC and found best change points in linear trends of atmospheric CO$_2$. Kiely (1999) found change points in precipitation in Ireland using the Pettit–Mann–Whitney method after smoothing using a 10 year moving average window.

Bayesian and Markovian methods are also used in the literature to find change points in climatic time series. In Bayesian methods, times of the change points and other model parameters are assumed to be random variables and their statistical distribution is estimated. Markov methods assume that change points in the time series are generated by a Markov process. Dose and Menzel (2004) and Rutishauser et al. (2007) analyzed phenological time series to find piecewise linear sections using a Bayes estimator and Monte Carlo and assessed the impacts of global change. Seidou and Ouarda (2007) proposed a Bayesian method to detect multiple change points in the trend of river stream flows of Quebec. Ruggieri (2013) used a combination of Bayesian analysis and dynamic programming to find change points in the trend of the $\delta^{18}$O record of the Plio-Pleistocene. Kehagias and Fortin (2006) identified annual discharge phases in the Senegal River during 1903–1982 using the Hidden Markov Model.

It is very important that the mean-shift change points caused by changes in observational procedures, instrumenta- tion or station relocation are not discarded (Martínez et al., 2010). Many of these change point times are undocumented in station histories. Gradual changes may also be caused by trees growing taller. Different methods such as Hidden Markov Modeling (Toreti et al., 2012), minimum description length (Lu et al., 2010), higher-order moments (Della-Marta and Wanner, 2006; Toreti et al., 2010b), wavelet power spectrum (Li et al., 2013) and Bayesian analysis (Hannart and Naveau, 2009) are proposed to detect artificial changes in climatic time series. Finding these types of change points in the time series, which also have long-term trends, is very difficult (Gallagher et al., 2013).

All the aforementioned methods are applied only to one-dimensional time series. In addition, the methods based on brute-force are not suitable for longer time series because the search space becomes very large. In fact, time series containing $N$ data points have approximately $N^k$ distinct placements of $k$ change points. Bayesian and Markov methods are based on some statistical assumptions that are not true in general. The precision of kernel methods depends highly on the length of the defined window. In practice, it is very difficult to discriminate between natural (climatic) and artificial (non-climatic) variations in climatic time series. Conrad (1944) defined relative homogeneity, indicating that the variations in weather have similar tendencies over rather large regions. Therefore, neighboring stations should have the same pattern of temperature change. It is very unlikely that artificial change occurred at the same time for most of the sensors (Martínez et al., 2010). As a result, an algorithm to find breakpoints in climatic time series that processes several stations in parallel and also imposes minimal assumptions on the observed data is attracting ever-increasing attention in modern environmental studies.

In this paper, we study the change detection problem from the point of view of time series clustering. An important characteristic of climatic time series is nonstationarity where statistical properties of time series change under time translations. Assuming that the time series has a mathematical model with time-dependent parameters, a cluster (regime, phase or segment) is defined as a period such that in each of these periods, the model parameters are constant. The problem of finding these clusters and change points between them is called non-stationary time series clustering (Horenko, 2010a).

Time series clustering based on the finite element method (FEM) was recently introduced in Horenko (2010a), which can find the clusters without any statistical assumptions. Through this method, a multidimensional time series is processed to find clusters such that the change points between clusters are present in all dimensions at the same time. In FEM clustering, an optimization problem for clustering is
defined. Using Tikhonov regularization and FEM, this optimization is converted into a familiar linear quadratic programming (LQP) and a least mean square problem. Iteratively, these two sets of optimizations are solved. Assuming a different linear trend (Horenko, 2010b) and also a differential equation in each cluster (Horenko, 2010c), FEM clustering was used to analyze climate dynamics in ERA-40 reanalysis time series by finding fast switched clusters.

In this paper, FEM clustering is used to find long-term trends in sensors data in the form of time series. Section 2 describes basic definitions and the procedure of the FEM-clustering algorithm in detail. For the special case of trend detection, necessary equations are derived and it is explained how the optimal number of clusters and length of clusters can be chosen. In Sect. 3, the algorithm is tested for a generated time series. In Sect. 4, the method is applied to mean temperature time series of North Carolina (NC) consisting of 249 stations. The results represent a spatio–temporal pattern of change in the area of study. In Sect. 5 the relationship between simulation results and AMO and solar activity is presented, which shows the relationship between detected clusters and these indices.

2 Finite element method for time series clustering

Modeling is the process of finding an appropriate parametric model to explain the observed phenomenon accurately. Let \( x_t \) be an observed \( m \)-dimensional time series defined over period of time \([0, T]\). To describe this time series with partially linear trends, we assume a model in each cluster as \( x_t = c_{0k} + c_{1k} \times t + \text{noise} \), where \( k \) is the index of cluster and \( k = 1, \ldots, K \). Now define the distance from the observation \( x_t \) and the linear trend model.

\[
d(x_t, c_k) = \|x_t - (c_{0k} + c_{1k} \times t)\|^2
\]  

The problem of model approximation is treated as the optimization for \( c_k \). Assuming the time series is available on \( t = 1, \ldots, T \), the optimization problem can be rewritten as

\[
\sum_{t=0}^{T} \sum_{k=1}^{K} \mu_k(t).d(x_t, c_k) \xrightarrow{M(t),C} \min
\]  

where \( C = [c_1, \ldots, c_K] \) is the set of cluster parameters means the linear trend coefficients. \( M(t) = [\mu_1(t), \ldots, \mu_K(t)] \) are the cluster membership functions that show how much the data in time \( t \) belong to cluster \( k \), which fulfills these constraints (Horenko, 2010b):

\[
\mu_k(t) \geq 0; \quad \sum_{k=1}^{K} \mu_k(t) = 1
\]  

Solving the optimization in Eq. (2) is not possible, since the number of unknowns is more than the number of known variables. Different values of initial parameters may lead to different local minimums. Hence the problem is ill-posed in the sense of Hadamard and thus requires regularization.

The new optimization problem using Tikhonov regularization can be defined as in Eq. (5). Tikhonov’s regularized problem can be used as a trade-off among the objective function (first term) and the penalty function (second term), and this trade-off is controlled by \( \delta > 0 \). Here \( \delta \) is the regularization factor that controls the persistency of the clusters (Horenko, 2010a).

\[
\sum_{k=1}^{K} \sum_{t=0}^{T} \left[ \mu_k(t).d(x_t, c_k) + \delta \left( \frac{\partial \mu_k(t)}{\partial t} \right)^2 \right] M(t),C \rightarrow \min
\]  

Unfortunately there is no analytical solution for Eq. (5), but it can be solved using the subspace iteration procedure. The optimization can be solved iteratively with respect to two sets of unknown parameters \( (M(t) \) and \( C) \) by solving one and substituting in the other one. In order to solve the optimization numerically with respect to \( M(t) \), it should be converted from a continuous-time to a discrete-time domain. For this reason, in FEM clustering, the Galerkin method is utilized for discretization. Galerkin methods can convert a continuous operator problem (such as a differential equation) to a discrete problem. They are widely used in the FEM literature to solve differential equations (Zienkiewicz et al., 2013). Assuming \( \mu_k(t) \) is defined over \([0, T]\), we define a set of \( N \) continuous functions \( (\hat{\mu}_k) \) called FEM-basis over the support of \( \mu_k(t) \). The FEM-basis functions are linearly independent in Hilbert space and have local support on \([0, T]\). Then mapping equations for \( \mu_k(t) \) using FEM-basis functions can be written as Eqs. (6) and (7). In fact, \( \mu_k(t) \) is mapped to a space spanned by the FEM-basis, where \( \hat{\mu}_k^{(n)} \) are scalars called Galerkin coefficients. In our problem, the function \( \mu_k(t) \) is unknown (like in differential equations, etc.). By determining Galerkin coefficients and using FEM-basis functions, one can build an approximated version of functions \( \mu_k(t) \). The FEM-basis functions here are defined in the form of \( N \) triangular functions each one called a hat function as in Eq. (8).
and Fig. 1 (Horenko, 2010a):
\[
\mu_k(t) = \tilde{\mu}_k(t) + \text{error} = \frac{1}{\Delta} \sum_{n=1}^{N} \tilde{\mu}_k^{(n)}(t) \cdot \alpha_n(t) + \text{error} \tag{6}
\]

\[
\tilde{\mu}_k^{(n)} = \sum_{t=0}^{T} \mu_k(t) \cdot \alpha_n(t); \quad k = 1, \ldots, K; \quad n = 1, \ldots, N \tag{7}
\]

\[
\alpha_n(t) = \begin{cases} 
\frac{t_{2}-t}{\Delta}, & n = 1, t \in [t_1, t_2] \\
\frac{t_{n+1}-t}{\Delta}, & 2 \leq n \leq N - 1, t \in [t_n, t_{n+1}] \\
\frac{t_{N+1}-t}{\Delta}, & n = N, t \in [t_{N-1}, t_N] 
\end{cases} \tag{8}
\]

Applying Eqs. (6), (7) and (8) in Eq. (5) and using the locality of FEM-basis functions support, one can find an optimization after some mathematical simplification in the form of Eqs. (9), (10), (11) and (12). \( \mathbf{H} \) is a tri-diagonal matrix called \textit{stiffness matrix}. Constraints on the cluster membership functions are converted to a set of constraints on Galerkin coefficients as Eq. (13) (Horenko, 2010a):

\[
\tilde{L}' = \sum_{k=1}^{K} [\beta(c_k)^T \tilde{\mathbf{\mu}}_k + \delta \tilde{\mathbf{\mu}}_k^T \mathbf{H} \tilde{\mathbf{\mu}}_k] \rightarrow \min \tag{9}
\]

\[
\beta(c_k) = \left[ \sum_{n=1}^{t_2} \alpha_1(t).d(x_1, c_k) \cdots \sum_{n=2}^{t_{k+1}} \alpha_2(t).d(x_2, c_k) \cdots \sum_{n=K}^{t_N} \alpha_K(t).d(x_K, c_k) \right] \tag{10}
\]

\[
\tilde{\mathbf{\mu}}_k = [\tilde{\mu}_k^{(1)}, \cdots, \tilde{\mu}_k^{(n)}, \cdots, \tilde{\mu}_k^{(N)}] \tag{11}
\]

\[
\mathbf{H} = \begin{bmatrix}
\frac{1}{\Delta} & -1 & 0 & \cdots & 0 & 0 \\
-1 & \frac{2}{\Delta} & -1 & \cdots & 0 & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & \cdots & \ddots & \frac{1}{\Delta}
\end{bmatrix} \tag{12}
\]

\[
\sum_{k=1}^{K} \tilde{\mu}_k^{(n)} = 1; \quad \tilde{\mu}_k^{(n)} \geq 0; \quad \forall n = 1, \ldots, N; \quad k = 1, \ldots, K
\tag{13}
\]

The minimization problem of Eq. (9) is in the form of a summation of \( K \) linear quadratic programming (LQP) optimizations. To solve this optimization, all \( \tilde{\mathbf{\mu}}_k \) are augmented in a vector \( \lambda \) to make one optimization in the form of

\[
\frac{1}{2} \lambda^T \mathbf{G} \lambda + \mathbf{B}^T \lambda \rightarrow \min \tag{14}
\]

where

\[
\lambda = [\tilde{\mathbf{\mu}}_1, \ldots, \tilde{\mathbf{\mu}}_K]^T \tag{15}
\]

\[
\mathbf{G} = 2 \times \delta \begin{bmatrix}
0 & \mathbf{H} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & 0 \\
0 & \cdots & 0 & \mathbf{H}
\end{bmatrix} \tag{17}
\]

As a result, the optimization constraints are converted to

\[
\lambda_i \geq 0 \quad \text{for } i = 1, \ldots, N \times K \tag{18}
\]

\[ F.: \lambda = \mathbf{Q} \tag{19} \]

\[
F = \begin{bmatrix}
\mathbf{I}_{N \times N} & \mathbf{I}_{N \times N} & \cdots & \mathbf{I}_{N \times N}
\end{bmatrix} \tag{20}
\]

\[
\mathbf{Q} = \begin{bmatrix}
1 & 1 & \cdots & 1
\end{bmatrix}_{\text{K times}} \tag{21}
\]

The resulting optimization problem is a large sparse quadratic programming, which includes constraints in the form of equalities and inequalities. In the past, different techniques such as the \textit{interior point} method and the \textit{active set} method have been applied to solve the LQP (Boyd and Vandenberghe, 2004). The large sparse problem in this study is solved by the toolbox developed in Gurobi (2014). This toolbox is specially designed to solve large sparse optimization problems and has options to choose among several solvers.

Assuming that \( \mu_k(t) \) is known, one can solve the optimization with respect to \( C \) analytically using the least mean square. Note that the second term in Eq. (5) is not a function of \( C \) and thus can be eliminated in this step. Based on the
distance functional defined in Eq. (1),

\[
c_{0k} = \frac{\left| \left( \sum_{t=0}^{T} x_{t}.\mu_{k}(t) \right) - \sum_{t=0}^{T} t.x_{t}.\mu_{k}(t) \right|}{\left| \sum_{t=0}^{T} \mu_{k}(t) - \sum_{t=0}^{T} t.\mu_{k}(t) \right|} - \frac{\left| \sum_{t=0}^{T} \mu_{k}(t) - \sum_{t=0}^{T} t.\mu_{k}(t) \right|}{\left| \sum_{t=0}^{T} \mu_{k}(t) - \sum_{t=0}^{T} t.\mu_{k}(t) \right|};
\]

\[
c_{1k} = \frac{\left| \left( \sum_{t=0}^{T} x_{t}.\mu_{k}(t) \right) - \sum_{t=0}^{T} t.x_{t}.\mu_{k}(t) \right|}{\left| \sum_{t=0}^{T} \mu_{k}(t) - \sum_{t=0}^{T} t.\mu_{k}(t) \right|} - \frac{\left| \sum_{t=0}^{T} \mu_{k}(t) - \sum_{t=0}^{T} t.\mu_{k}(t) \right|}{\left| \sum_{t=0}^{T} \mu_{k}(t) - \sum_{t=0}^{T} t.\mu_{k}(t) \right|};
\]

The general procedure for solving optimization problems is shown in Table 1. \(K\), \(\delta\), and \(\Delta\) are the numbers of clusters, the regularization factor, and finite discretization of time interval (width of the hat functions), respectively. It should be set at the beginning of the procedure. Changing \(\Delta\) has an effect on the accuracy of clustering and the computational processing. To cluster a time series with \(K\) clusters and using \(N\) hat functions, the size of the vector to be minimized (\(\lambda\)) in Eq. (14) will be \(N \times K\). Decreasing \(\Delta\) will increase the number of FEM basis functions, and this leads to an increase in the size of LQP and, consequently, the volume of the computations. On the other hand, the accuracy of the algorithm will increase and help detect very short clusters. A more challenging problem arises when choosing \(K\). A trivial solution exists when all the lines connecting every two points are in separate clusters. By increasing \(K\), the value of the cost function always decreases and when \(K = \text{length of time series} - 1\), this value approaches zero. As a result it is not possible to find the optimal number of clusters. Therefore, we assume an upper bound on the number of clusters. Trial and error and human judgment are used to select \(K\) subjectively. The criterion for choosing \(K\) is based on the assumption that clusters are deterministic. This means that each datum in the time series belongs to only one of the clusters at each time. As a result, the values of \(\mu_{k}(t)\) should be about 1 or 0. When the \(\mu_{k}(t)\) is 1, it means that the datum in time \(t\) completely belongs to cluster \(k\). When it is 0, it means that this datum does not belong to cluster \(k\). One important issue in the time series clustering problem is the length of the clusters. For a fixed number of clusters, switching may occur many times or just a few times between the clusters. If the number of switchings between clusters increases, the duration in which the system stays in each of the clusters decreases. To investigate low-frequency variability in the system, small switching numbers are desirable. In contrast, for high-frequency variability we are interested in many transitions between clusters. It is shown that by increasing \(\delta\), clusters will become more metastable and the number of transitions between the clusters will be decreased. In fact, the observed process will stay for longer times in the identified metastable cluster before making a transition to the next identified cluster (Horenko, 2010a, b). Horensko (2010b) used the value of \(\delta = 0\) to find less-metastable regimes in analyzing climate dynamics.

In summary, to assign clusters number \(K\), we first assign a large \(K < \text{length of the time series}\) and find clusters and \(\mu_{k}(t)\) for different values of \(\delta\). If any of the cluster membership functions has values between 0 and 1, we decrease \(K\) and repeat the procedure until the cluster membership functions for all of the clusters becomes either about 0 or 1. We continue this procedure to find the largest \(K\) with a value of \(\delta\) such that all of the clusters are deterministic.

### 3 Synthetic data testing

In order to test the algorithm and observe the effects of mean shift and outliers, we generated a two-dimensional time series with three clusters. Noise with mean value 0 and variance 4 is added to the time series. The models for the time series

Table 1. This procedure should be followed to solve clustering optimization and find two sets of known parameters: cluster membership functions and linear trend parameters in each cluster.

<table>
<thead>
<tr>
<th>Step</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Set (K) the number of clusters, (\delta) the regularization factor, (\Delta) the width of hat functions.</td>
</tr>
<tr>
<td>2</td>
<td>Iteration number (L = 1)</td>
</tr>
<tr>
<td>3</td>
<td>Choose random initial (\lambda_{\text{initial}}) satisfying related constraints.</td>
</tr>
<tr>
<td>4</td>
<td>Solve the minimization problem with respect to (C) for fixed (\lambda_{\text{initial}}) to find (C_{\text{initial}}).</td>
</tr>
<tr>
<td>5</td>
<td>Solve the minimization problem with respect to (\lambda) for fixed (C_{[L]}) to find (\lambda_{[L+1]}).</td>
</tr>
<tr>
<td>6</td>
<td>Solve the minimization problem with respect to (C) for a fixed (\lambda_{[L+1]}) to find (C_{[L+1]}).</td>
</tr>
<tr>
<td>7</td>
<td>Go to step 5 and continue until the pre-defined number of iterations.</td>
</tr>
</tbody>
</table>
are

\[
x_1(t) = \begin{cases} 
0.2t + 0.1 & t \in [0, 50) \\
0.1t - 0.1 & t \in [50, 75) \\
-0.1t + 0.2 & t \in [75, 100]
\end{cases}
\]

\[
x_2(t) = \begin{cases} 
0.3t + 0.4 & t \in [0, 50) \\
0.2t + 0.1 & t \in [50, 75) \\
-0.1t - 0.4 & t \in [75, 100]
\end{cases}
\]

(23)

Level shifts equal to 0.5 and 0.6 are added to \(x_1(t)\) at \(t = 20\) in the first cluster and to \(x_2(t)\) in the third cluster at \(t = 75\), respectively. In order to simulate an outlier the value of \(x_1(t)\) at \(t = 40\) is set to 18. The cluster membership function is shown in Fig. 2, where \(\delta = 4\) and \(K = 3\). Here, the change points are found correctly in the presence of a level shift and outlier since mean-shift changes and outliers are not at the same time in the two dimensions. Figure 3 shows detected trends in two dimensions of the original time series.

Now assume a case in which we set \(K = 4\). The new values of \(\mu_k(t)\) are shown in Fig. 4. In this figure, cluster membership functions for the first and fourth clusters are about either 0 or 1. Thus, these two clusters are found correctly, but the cluster membership functions for the second and third clusters are about 0.5 in the interval [50, 75] and 0 elsewhere. This means that clusters two and three are not separable and that \(K\) must be decreased from 4 to 3.

To observe the effect of the regularization factor \(\delta\) on the clustering result, set \(K = 3\) and increase the value of \(\delta\) from 1 to larger numbers. The FEM clustering does not produce the deterministic clusters. It means that the values of \(\mu_k(t)\) are always between 0 and 1. On the other hand, if we decrease the number of clusters and set \(K = 2\), an acceptable result can be found when \(\delta = 7\), as shown in Fig. 5. It is clear that the clusters [0, 50] and [50, 75] are merged together to create a new cluster. The second cluster is between [75, 100], which is found correctly. Thus, new clusters are found with a small number of switchings between them and with longer duration. In conclusion, in FEM clustering of time series, it is necessary to repeat clustering procedures with different values of \(K\) and \(\delta\) until acceptable results are found.

4 Application: NC temperature trend analysis

In this paper, we study climate clusters/trends in NC. Boyles and Raman (2003) and Billign et al. (2012) analyzed temperature trends in NC and showed the effect of global warming. The state of NC is located in the southeastern United States (75°30'–84°15' W, 34°–36°21' N). The study area covers approximately 52,664 square miles (136,399 km²), encompassing 100 counties. A data set of average temperatures in 249 stations across NC is analyzed for the period beginning in 1950 until the end of October 2009. Figure 6 shows the locations of measuring stations. Daily temperatures are collected from the United States Department of Agriculture-Agriculture Research Service. This data set was facilitated by the National Oceanic and Atmospheric Administration (NOAA). These data contain quality control information from the Cooperative Observer Program (COOP) network and the Weather Bureau Army Navy (WBAN) and NOAA agencies.
Figure 5. Result of clustering for synthetic data when $K = 2$ and $\delta = 7$. The first and second clusters are merged together. Increasing the $\delta$ leads to an answer with a smaller number of switching.

Figure 6. The state of NC is located in the southeastern United States. The study area covers an area of approximately 136 399 km$^2$. A data set of average temperatures at 249 stations across NC is analyzed for the period including the beginning of 1950 till the end of October 2009.

The data are examined for consistency and missing information. About 0.1% of the data is missing and filled with cubic interpolation. Daily data are averaged to derive monthly data to eliminate high-frequency harmonics and also reduce the complexity of calculations. Monthly average is generally preferred over daily data due to the fact that this time frame is longer than the period of most large-scale synoptic waves in the troposphere (Nigam, 2003). The result is a 249 × 718 dimension time series. In order to find the trends, the annual cycle has been removed by subtracting the multi-year monthly means.

In applying FEM clustering to the time series, the value of $K$ is initially assumed to be 10 and the algorithm is executed for different values of the regularization parameter $\delta$. The regularization parameter is a real value larger than 0. For each $\delta$, the algorithm ran several times to avoid convergence to local minimums in the optimization problem. When we reach the largest $K$ such that all the $\mu(t)$ are about 0 or 1, an optimal solution is found. The optimal solution for this particular time series is achieved when $K = 6$, $\delta = 80$ and $\Delta = 4$. This result represents six clusters with different trends varying in magnitude and direction (positive or negative) with different length in NC. Table 2 shows the effect of $\delta$ on the number of switchings between clusters. As expected, the number of switchings decreases by decreasing the $\delta$, while the length of the clusters increases. Once the linear trends are obtained, the Mann–Kendall trend approach can be used to test the statistical significance of trends (Modarres and Sarhadi, 2009).

Table 2. By increasing $\delta$, clusters will become more metastable and the number of transitions between the clusters will be decreased. In fact, the observed process will stay for longer and longer times in the identified metastable cluster before making a transition to the next identified cluster.

<table>
<thead>
<tr>
<th>Regularization factor</th>
<th>0.01</th>
<th>1</th>
<th>10</th>
<th>25</th>
<th>60</th>
<th>80</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of switching</td>
<td>50</td>
<td>40</td>
<td>24</td>
<td>18</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 7. Time series at one station and its clusters/trends are shown. Thin lines show deseasonalized temperature time series and thick lines are linear trends found by the FEM algorithm. All 249 dimensions of the time series are analyzed at the same time, but the figure only shows the result at one of these stations.

Table 3 shows the average temperature, the average change in temperature and the corresponding percentage change in temperature over 60 years. The average trend is calculated by averaging between trends at all 249 stations. The average temperature change is found by multiplying the average trend by the length of the cluster. Percentage change is calculated by average temperature change divided by the average temperature during that cluster. Figure 9a–f shows the map corresponding to the spatial distribution of linear trends in NC. Twelve colors are used in ArcGIS 10.0 to sketch the spatial distribution of trends in maps; contours are generated using an inverse distance weighted (IDW) algorithm with a power of 2.0, 12 grid points and variable radius location (Tewolde et al., 2010).

A closer observation of annual linear trends of clusters at all of the stations (Fig. 8), the spatial interpolated annual
trends of NC (Fig. 9) and the corresponding Table 3 clearly shows two notable decreasing trends during 1965–1964 and 1990–1998, and a remarkable increase in temperature over 60 years. Average trend is calculated by averaging between trends at all 249 stations. Average temperature change is found by multiplying average trend by the length of the cluster. Percentage change is calculated by average temperature change divided by the average temperature during that cluster.

Table 3. Here are shown patterns of climate change in 60 years. They consist of the average temperature, the average change in temperature and the corresponding percentage change in temperature over 60 years. Average trend is calculated by averaging between trends at all 249 stations. Average temperature change is found by multiplying average trend by the length of the cluster. Percentage change is calculated by average temperature change divided by the average temperature during that cluster.

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Length</th>
<th>Average trend (°C per month)</th>
<th>Average temperature change (°C)</th>
<th>Percent change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>1950–1965</td>
<td>−0.0077</td>
<td>−1.42</td>
<td>−9.8</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>1965–1976</td>
<td>0.0107</td>
<td>1.34</td>
<td>9.1</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>1976–1990</td>
<td>0.0047</td>
<td>0.83</td>
<td>5.8</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>1990–1998</td>
<td>−0.0133</td>
<td>−1.20</td>
<td>−8.0</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>1998–2005</td>
<td>−0.0005</td>
<td>−0.05</td>
<td>−0.3</td>
</tr>
<tr>
<td>Cluster 6</td>
<td>2005–2009</td>
<td>0.0011</td>
<td>0.06</td>
<td>0.4</td>
</tr>
</tbody>
</table>

In this section, the relationship between some climate indices and the results based on our proposed clustering method are discussed. Among the many available indices, we particularly analyzed the Atlantic Multi-decadal Oscillation (AMO) and the sunspot cycle. Investigation of these indices reveals that there exists some relation between temperature in NC and these indices.

The AMO is a pattern of multi-decadal variability in surface temperature centered in the North Atlantic Ocean. The index shows persistent warming and cooling phases that typically last a few decades. AMO has been linked with the occurrence of Sahel drought, variability in northeastern Brazilian rainfall, North American climate, river flows, and the frequency of Atlantic hurricanes (Knight et al., 2005). Figure 10 shows the AMO index time series (Schlesinger and Ramankutty, 1994; Enfield et al., 2001). FEM clustering was applied to the AMO time series using $\delta = 1$ and found four clusters and linear trends for the period spanning 1950–2010, which are shown in Fig. 10. The sunspot number is the sum of the number of individual sunspots plus ten times the number of sunspot groups. The number of sunspots visible on the sun, with waxes and wanes, has an approximate 11-year cycle (Frame and Gray, 2010). The total solar irradiance is measured from dark sunspots and bright faculae (Lean, 2009). Figure 11 shows the change of solar irradiance for the period of 1950–2010 (Lean, 2009; Hathaway, 2010). The annual climate trends in NC could be related to the AMO/solar activity.
There is a cooling trend during 1950–1965, which coincides with the AMO dropping period in Fig. 10. As shown in Table 3, the ensemble average of trends in NC temperature is equal to $-0.007 \, (^\circ C \, month^{-1})$ and trends in the AMO index $-0.001 \, (^\circ C \, month^{-1})$.

During 1965–1970 (cluster 2), the trend is positive. However, during this period, the AMO index continued to decrease, which is in contradiction with the positive trend in cluster 2. Nevertheless, comparing the trend in cluster 2 with solar activity, as in Fig. 11, shows that during this period solar activity increases, which coincides with the temperature increase in cluster 2. This comparison shows that the temperature increase could be due to an increase in solar activity. The ensemble average trend in NC temperature is $0.0107 \, (^\circ C \, month^{-1})$ and the trend in AMO is $-0.007 \, (^\circ C \, month^{-1})$. After 1970, the AMO index has increased and at the same time the NC climate in cluster 2 has risen, too.

During 1976–1990, NC climate is in cluster 3, with a smaller trend compared to cluster 2. We can observe that during the same period, the AMO index is negative but increasing with a positive trend. The AMO trend is $0.001 \, (^\circ C \, month^{-1})$ and the ensemble average trend in NC temperature is $0.0047 \, (^\circ C \, month^{-1})$.

There is a negative trend in cluster 4 during 1990–1998. During this period the AMO index and solar activity decreases. Trends in AMO, solar irradiance and the NC temperature are $-0.007 \, (^\circ C \, month^{-1})$, $-0.0012 \, (\text{watt} \, m^{-2} \times \text{month})$ and $-0.0133 \, (^\circ C \, month^{-1})$, respectively. Thus, the negative trend in temperature may be due to the negative trends in the AMO and the solar irradiation.

Clusters 5 and 6 in NC have a very small negative and positive trend during 1998–2009. The AMO index oscillates around $0.2 \, (^\circ C \, month^{-1})$ in this period and does not have a notable trend.

6 Conclusions

In this paper, multiple change points in the trend of multidimensional climatic time series are found using FEM-based clustering. Since the time series of all stations are processed at the same time, the result of clustering in this study only shows climate changes due to natural phenomena. FEM clustering is applied to the time series with different linear trends in each cluster to find change points. After setting up an appropriate cost function, FEM clustering utilized Tikhonov regularization and Galerkin discretization to convert the optimization problem into a linear quadratic and a least mean square problem. By trial and error, the optimal number and length of clusters can be determined in FEM clustering. A climatic time series of NC is analyzed by this method. The results represent a spatio–temporal pattern of climate change corresponding to the areas of study. Then, some relations between clusters and climatic indices were discussed. It appears that the natural variability of climate change in NC during 1950–2009 can be explained mostly by AMO and solar activity.
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