Unstable periodic orbits and attractor of the barotropic ocean model
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Abstract. A numerical method for detection of unstable periodic orbits on attractors of nonlinear models is proposed. The method requires similar techniques to data assimilation. This fact facilitates its implementation for geophysical models. This method was used to find numerically several low-period orbits for the barotropic ocean model in a square. Some numerical particularities of application of this method are discussed.

Knowledge of periodic orbits of the model helps to explain some of these features like bimodality of probability density functions (PDF) of principal parameters. These PDFs have been reconstructed as weighted averages of periodic orbits with weights proportional to the period of the orbit and inversely proportional to the sum of positive Lyapunov exponents.

The fraction of time spent in the vicinity of each periodic orbit has been compared with its instability characteristics. The relationship between these values shows the 93% correlation. The attractor dimension of the model has also been approximated as a weighted average of local attractor dimensions in vicinities of periodic orbits.

1 Introduction.

Numerous recent studies have been focussed on the properties of chaotic solutions generated by nonlinear systems. One of the major fields, where this kind of solution is extremely important, is atmospheric and oceanic dynamics. The importance is based on the necessity to deliver weather forecasts and the limited time of deterministic forecasting of chaotic systems. The success of long-range forecasting depends on the understanding of the sources and nature of the variability of the system beyond the timescale of deterministic prediction.

Low frequency variability of nonlinear dynamics of the atmosphere has long been discussed. After the discovery of deterministic chaos (Lorenz, 1963) the interpretation of the atmospheric and oceanic circulations, their variability and predictability, has been developed using tools of the dynamical systems theory.

One of the approaches to apply the dynamical system theory to atmospheric and oceanic dynamics consists of the extraction of local characteristics of the strange attractor. It is well known that the behaviour of a solution can differ a lot on different parts of the attractor. The attractor inhomogeneity leads to the variability of the predictability time scale in the phase space. This variability can result, for example, from the existence of multiple unstable stationary points on the attractor. The predictability time of the system can be influenced in vicinities of these points and their stable and unstable manifolds. This idea has been quantified in various ways by using the information about local characteristics of the phase space.

The study of this kind of inhomogeneity for atmospheric and oceanic dynamics was started by the work of Charney and De Vore (1979). They showed that a system of atmospheric flows in a rotating channel with a spatially inhomogeneous forcing can have several unstable equilibria.

The theory of multiple equilibria (Charney and De Vore, 1979) of the atmospheric circulation developed in order to explain and classify quasi-stationary atmospheric régimes is a good example of the application of dynamical systems theory to the climate. This approach allowed quantification of many properties of multiple weather régimes, that have been addressed in numerous analytical and observational studies during the past fifty years.

The earliest notions of their classifications relate to
stable solution usually forms a regular attractor with no chaos.

Similarly to quasi-stationary régimes, which are explained by the motion near unstable equilibrium, we can speak of quasi-oscillatory régimes, or intermittent appearances of oscillatory modes, which may be explained by the motion in proximity to an unstable limit cycle.

The periodic orbits for a geophysical model have attracted some interest recently ([Itoh and Kimoto, 1996], [Jiang et al., 1995], [Jiang and Ghil, 1997], [Dymnikov et al., 1998]). However, all these papers address either stable periodic orbits, or periodic orbits near the Hopf bifurcation point where weakly nonlinear theory can be applied.

The principal difference between stationary solutions and periodic orbits is that the number of equilibria is usually finite for a geophysical model. Moreover, it is always finite for a finite dimensional approximation of a model, which includes a polynomial nonlinearity only. If the nonlinearity is quadratic, the number of stationary points is bounded by $2^N$, where $N$ is number of degrees of freedom of the discretisation. So one can hope to find all equilibria of the model. However, the number of periodic orbits is usually infinite even for a discretised model. To say more, one of definitions of the chaotic system (Devancy, 1987) defines the set $V$, where the behaviour of the system is chaotic, as the set on which periodic orbits are dense. Following this definition, if we speak of a chaotic system, its periodic orbits are dense in some $V$, hence they are of infinite number. This is the case, for example, of the Lorenz system (Lorenz, 1963), which is composed of three ordinary differential equations only.

Despite the impossibility to find all the periodic orbits, we can find and analyse some of them, with lowest periods. The situation is similar in some sense to the equilibria analysis in the case when we do not know whether we found all of them or not. In this case, we have to analyse only the equilibria we have found.

However, only a limited number of low-period orbits may be sufficient for some purposes. This point of view is argued by Hunt and Ott (1996a) and by Hunt and Ott (1996b). This conclusion does not hold generally and some applications may require long-period orbits as well (Zoldi and Greenside, 1997b).

The instability of periodic orbits of chaotic systems makes the problem of their numerical search more complicated. They can not be found by a simple stabilisation method generally used to find stable orbits. Therefore, some special algorithm must be applied for this purpose. In this paper, we use the algorithm developed and tested by Kazantsev (1998) to find several low-period orbits of the barotropic ocean model.

There is another difference between periodic orbits and stationary points on the attractor of a nonlinear model. This difference consists of the lack of theoretical results available for periodic orbits. Even the existence
of periodic orbits is doubtful for a PDE system like the barotropic model. So we study periodic orbits of the finite dimensional ODE system, obtained after discretisation, and we can state nothing about orbits of the original system.

So, periodic orbits of the discretised system are discussed only in this paper. In the first section of the paper, the model equations are presented and the method of unstable periodic orbits search is discussed. The second section is devoted to the analysis of their properties related to the predictability and attractor of the model.

2 Barotropic ocean model in a square

2.1 Model and its parameters.

We consider barotropic ocean dynamics, i.e. all the thermodynamic effects are neglected and the vertical structure of the ocean is supposed to be uniform. The equation of dynamics of the wind-driven ocean is written for the barotropic vorticity \( \omega \)

\[
\frac{\partial \omega}{\partial t} + J(\psi, \omega + \ell) = \mu \Delta \omega - \sigma \omega + f, \quad \omega = \Delta \psi \tag{1}
\]

We assume the \( \beta \)-plane approximation for the Coriolis parameter \( \ell \), which represents the effect of the Earth rotation in this equation, i.e. we suppose that this parameter is linear in the \( y \) coordinate: \( \ell = \ell_0 + \beta y \), where \( \ell_0 \) is the value of the Coriolis parameter at the mid-latitude of the basin. We use very simple basin geometry represented by a square box of side length \( L = 4000 \) km. We suppose that this basin is located in the middle of the North Atlantic, so we take the value of the Coriolis parameter in the middle of the basin to be equal to \( \ell_0 = 9.3 \times 10^{-5} \) s\(^{-1} \), and its meridional gradient \( \beta = 2 \times 10^{-11} \) m\(^{-1}\) s\(^{-1} \).

The source of energy in this equation is presented by the atmospheric wind stress applied to the surface. In this paper, we take a steady zonal wind with a now classical two gyre antisymmetric pattern. This is seen as a schematic pattern for the mean curl of the wind stress over the North Atlantic ocean in middle latitudes. Its magnitude is equal to

\[
f = -\frac{2\pi \tau_0}{\rho H L} \sin \frac{2\pi y}{L}, \tag{2}
\]

where \( \tau_0 = 1.1 \) dyne cm\(^{-2} \) is the wind tension on the surface, \( \rho = 1000 \) kg m\(^{-3} \) is the density of water. The depth of the active wind driven current \( H \) has been chosen as 500 m. The dissipation in the equation (1) is composed by the harmonic lateral friction \( \mu \Delta \omega \) and the bottom drag parameterised by \( \sigma \omega \). Values of friction coefficients used in this paper are \( \mu = 1250 \) m\(^2\) s\(^{-1} \) and \( \sigma = 5 \times 10^{-8} \) s\(^{-1} \).

The equation (1) is subjected to impermeability and free-slip boundary conditions

\[
\psi \big|_{\partial \Omega} = 0, \quad \omega \big|_{\partial \Omega} = 0. \tag{3}
\]

We do not intend to reproduce actual oceanographic data, which would be hopeless in frames of a barotropic model. The model is used in this paper just as a simple well-studied geophysical model to test the method of periodic orbit search and to test the possibility to explain some properties of a multi-dimensional chaotic system by means of its unstable periodic orbits.

In order to look for a weak solution of the problem (1), (3) we perform its variational formulation:

\[
< \frac{\partial \omega}{\partial t}, \varphi > + < J(\psi, \omega + \ell), \varphi > = -\mu < \nabla \omega, \nabla \varphi > -\sigma < \omega, \varphi > + < f, \varphi >, \tag{4}
\]

for any function \( \varphi(x, y) \in H^1_0(\Omega) \). Here, \( H^1_0(\Omega) \) denotes the linear space of functions, the square of which is integrable as well as the square of their first derivatives. In addition, functions in this space must vanish on the boundary of the domain. Brackets \( < \ldots > \) denote the \( L_2 \) scalar product:

\[
< \psi, \varphi > = \int_{\Omega} \psi \varphi \ dx \ dy \tag{5}
\]

2.2 Discretisation.

The variational formulation (4), (5) of the problem (1) allows to look for a solution by the finite element method (FEM). The feasibility and utility of FEMs for modelling ocean dynamics was first addressed by Fix (1975). He stated that using FEMs brought numerous advantages of modelling like precision, natural conservation of model invariants, flexibility of discretisation of complex domains, etc. These advantages remain even when irregular discretisation of the domain is performed.

So far, the solution produced by the barotropic model of the North Atlantic typically includes a western boundary layer with intense velocity gradients; the advantage of refining the triangulation along the western boundary of the domain is rather clear. This helps to keep the quality of explicit eddy resolution by the model while working with a lower number of grid nodes. The comparison of finite element (FE) and finite difference (FD) models performed in Le Provost et al. (1994) revealed that the difference arising between simulations by FE and FD techniques can be regarded as insignificant when the number of FE nodes is about 6 times lower than the number of FD ones.

In spite of the fact that the number of operations per time step and grid node is much higher for the FE model, the possibility of reducing the number of grid points considerably diminishes the computational cost of a model run. The possibility of a better precision working with fewer grid points is very valuable in this work due to the high number of operations per point. Another advantage of using the FE model is the simplicity of the adjoint model formulation. This aspect will be discussed below.
The package MODULEF (Bernadou, 1988) has been used to perform a triangulation of a domain. This package produces quasi-regular triangulation of the domain, based upon the prescribed grid nodes on its boundary.

We require the refining of the triangulation near the western boundary and especially in the middle of the domain, where velocity gradients are extremely sharps.

The domain Ω is covered by a set of non-intersecting triangles. The set of integration points is defined as the union of vertices and centers of edges of triangles. Finite elements of type P_2 are used here, i.e. the polynomials of the second degree p_i(x, y) = a_i x^2 + b_i x y + c_i y^2 + d_i x + e_i y + f_i. The ith finite element is taken to be equal to 1 at the i-th integration point and zero at all other points.

The grid used in this paper is presented in Fig. 1. This triangulation is composed of 92 triangles. The integration points set, being a union of vertices and mi-edges of triangles, counts 211 nodes. The resolution of the grid varies between 1/40 of the side length (about 100 km) near the western boundary and 1/7 of the side length (about 550 km) near the eastern one.

According to the Dirichlet boundary conditions (3), we consider internal points of the domain only: \( (x_i, y_i) \in \Omega \setminus \partial \Omega \) for \( i = 1, \ldots, N \), so the functions \( \psi, \omega \) are presented as linear combinations

\[
\psi(x, y, t) = \sum_{i=1}^{N} \psi_i(t) p_i(x, y),
\]

\[
\omega(x, y, t) = \sum_{i=1}^{N} \omega_i(t) p_i(x, y).
\]

To simplify notations, we define matrices of mass and rigidity as

\[
\mathcal{M}_{i,j} = \langle p_i, p_j \rangle, \quad C_{i,j} = \langle \nabla p_i, \nabla p_j \rangle,
\]

\[
\left\{ \begin{array}{l}
  i = 1, \ldots, N \\
  j = 1, \ldots, N
\end{array} \right.
\]

Using these expressions, we can write the discretised system (4):

\[
\mathcal{M} \frac{\partial \omega}{\partial t} + \mathcal{J}(\psi, \omega + \beta y) = -\mu C \omega - \sigma \mathcal{M} \omega + \mathcal{M} f
\]

\[
\mathcal{M} \omega = -C \psi
\]

\[
\mathcal{J}(\psi, \omega + \beta y)_j = \sum_{i} \sum_{m} \psi_m(\omega_i + \beta y_i) < \mathcal{J}(p_m, p_i), p_j >
\]

This system has been integrated in time as follows

\[
\mathcal{M} \frac{\omega^{n+1} - \omega^{n-1}}{2\tau} + \mathcal{J}(\psi^n, \omega^n + \beta y) =
\]

\[
= -\mu C \frac{\omega^{n+1} + \omega^{n-1}}{2} - \sigma \mathcal{M} \frac{\omega^{n+1} + \omega^{n-1}}{2} + \mathcal{M} f
\]

The first step is performed by the Euler scheme for the nonlinear advection term:

\[
\mathcal{M} \frac{\omega^2 - \omega^1}{\tau} + \mathcal{J}(\psi^1, \omega^1 + \beta y) =
\]

\[
= -\mu C \frac{\omega^2 + \omega^1}{2} - \sigma \mathcal{M} \frac{\omega^2 + \omega^1}{2} + \mathcal{M} f
\]

3. Detection of unstable periodic orbits.

The problem of numerical search for unstable periodic orbits is not new. Sparrow (1982) has proposed to use the Newton method to locate unstable periodic orbits on the attractor of the Lorenz model.

However, one has to choose initial conditions in a rather close vicinity of a periodic orbit, otherwise the method diverges. To simplify the choice of the initial point, a dumped-Newton method has been proposed to use by Zoldi and Greenside (1997a). This method differs from the classical Newton method by the fraction \( \alpha \leq 1 \) of a Newton correction \( \delta x \), which is added only to update the unknowns, \( x \to x + \alpha \delta x \). This method is found to be more efficient to find periodic orbits due to the less restrictive choice of the initial guess.

However, realisation of this method requires \( O(N^3) \) operations per iteration due to the necessity of calculating the matrix of the Newton process and solving the system of equations with this matrix. This fact limits its use to low-dimensional systems only. In fact, methods of this kind work well for the Lorenz system and even for higher dimensional systems; however, the number of variables must not exceed 100.

Several methods based on the stabilisation of unstable periodic orbits have also been proposed. Barreto et al. (1997) have discussed the possibility of finding a “window” in the parameter range of the model, where one of its periodic orbits becomes stable. However, this kind of “window” depends on the number of positive Lyapunov exponents on the attractor and, if this number is sufficiently large, the search of such a “window” may become difficult or impossible. Moreover, it may also be difficult to know whether periodic orbits are subject to
smooth variations only or if bifurcations may occur under parameter variations. If secondary Hopf bifurcation can occur, non-existing orbits can be found.

In Schmelcher and Diakonos (1997), a method of stabilisation of orbits is based on a universal set of linear transformations, namely special reflections and rotations in space. However, the application of this method to a high dimensional system may hardly be efficient due to the very large number of possible transformations.

To find periodic orbits of the barotropic ocean model we note the great progress achieved in variational data assimilation techniques. Data assimilation procedures based on a functional minimisation have been developed for many models. Moreover, this minimisation uses gradient-type methods, which require as many operations per iteration as the model does, i.e., \( O(N_t \times N_x^3/2) \) or even \( O(N_t \times N_x \ln N_x) \). If we formulate the problem of periodic orbit search as a functional minimisation problem, we can apply a technique similar to variational data assimilation.

### 3.1 Variational problem

Suppose the initial conditions for the model (1) are written as \( \omega(x, y, 0) = \xi(x, y) \). Let the barotropic flow be written as a function of initial condition and time

\[
\omega(x, y, t) = S(\xi, t),
\]

that is, \( S \) is the semigroup generated by the system (1).

Let us consider the functional

\[
J(\xi, T) = \frac{||\omega(x, y, T) - \omega(x, y, 0)||^2}{2} = \frac{||S(\xi, T) - \xi||^2}{2}
\]

where the norm \( ||\eta|| \) is associated with a scalar product in the finite dimensional space

\[
<< \psi, \varphi >> = \sum_{i} (\mathcal{H}\psi)_{i}\varphi_{i} = (\mathcal{H}\psi, \varphi)
\]

and where \( \mathcal{H} \) is some symmetric positive definite matrix. The choice of this matrix will be discussed later. We can just note now that if \( \mathcal{H} \) is equal to the mass matrix, the scalar product (12) becomes a finite dimensional approximation of the \( L_2 \) scalar product (5). If \( \mathcal{H} = I \), we shall work with a simple Euclidian product in \( R^N \) space (from here and below \( I \) will denote the identity matrix).

One can easily see that for any periodic solution of period \( T \) the value of this functional \( J(\xi, T) \) is equal to 0 for all points \( \xi \) of the periodic solution. And if \( J(\xi, T) = 0 \) for some \( \xi \) and \( T \), the orbit originating at \( \xi \) is a periodic one with period \( T \). Thus, the purpose is to find points where \( J(\xi, T) \) vanishes. It should be noted that the value of the period \( T \) is unknown, hence one must work in the \( N + 1 \) variables space composed of \( N \) components of the vector \( \xi \) and the period \( T \). So far this functional is always non-negative; we can look for its minima instead of looking for its zeroes.

To minimise \( J \) we calculate first its gradient at a given point \( \xi \) and given \( T \) in the \( N + 1 \) variables space. The variation of \( J(\xi, T) \) under variations of the initial point \( \xi \) can be written

\[
\delta_{\xi} J(\xi, T) = \delta_{\xi} \frac{||S(\xi, T) - \xi||^2}{2} = \frac{<< S(\xi, T) - \xi, \left[ \frac{\partial S(\xi, T)}{\partial \xi} \right] \delta \xi - o(\delta \xi) >>}{\delta \xi}
\]

where \( \frac{\partial S(\xi, T)}{\partial \xi} \) is the matrix of the tangent linear model integrated for time \( T \). This model can be obtained easily as the linearisation of the (1) around its trajectory \( S(\xi, t) \) for \( t \in [0, T] \):

\[
\frac{\partial \omega}{\partial t} + \mathcal{J}(\Delta^{-1} S(\xi, t), \omega) + \mathcal{J}(\psi, S(\xi, t) + \beta y) = \mu \Delta \omega - \sigma \omega.
\]

This model has been discretised in the same way as the model (1). Finite elements were used to perform spatial discretisation and equation (8) was applied for time stepping.

\[
\begin{align*}
\mathcal{M} \frac{\omega^{n+1} - \omega^n}{2\tau} + \mathcal{J}(\Delta^{-1} S(\xi, t^n), \omega^n) + \\
\quad + \mathcal{J}(\psi^n, S(\xi, t^n) + \beta y) = \\
&= -\mu \mathcal{C} \frac{\omega^{n+1} + \omega^n}{2} - \sigma \mathcal{M} \frac{\omega^{n+1} + \omega^n}{2}
\end{align*}
\]

So far, the integration of the model requires two former steps to calculate the next one; the state vector has to be \( 2N \) dimensional and be composed of vorticity vectors on the \( n \)th and \( n-1 \) time steps. Using this notation, this system can be rewritten in a compact matricial form.

\[
\left( \begin{array}{c}
\omega^{n+1} \\
\omega^{n}
\end{array} \right) = \left( \begin{array}{c}
2\tau E_+^{-1} \mathcal{I}(S(\xi, t^n)) E_+^{-1} E_-^{-1} \\
0
\end{array} \right) \times \\
\left( \begin{array}{c}
\omega^n \\
\omega^{n-1}
\end{array} \right)
\]

where

\[
E_+ = \mathcal{M} + \tau \sigma \mathcal{M} + \tau \mu \mathcal{C}, \quad E_- = \mathcal{M} - \tau \sigma \mathcal{M} - \tau \mu \mathcal{C}
\]

\[
\mathcal{I}(S(\xi, t^n)) \varphi = -\mathcal{J}(\Delta^{-1} S(\xi, t^n), \varphi) - \\
-\mathcal{J}(\Delta^{-1} \varphi, S(\xi, t^n) + \beta y)
\]

As before, the first step is performed by the Euler scheme for the nonlinear advection term, so the matrix of the first step is \( 2N \times N \) rectangular

\[
\left( \begin{array}{c}
\omega^2 \\
\omega^1
\end{array} \right) = \left( \begin{array}{c}
\mathcal{K} \omega^1 \\
\omega^1
\end{array} \right)
\]

where

\[
\mathcal{K} = \left( \mathcal{M} + \frac{\mu \tau}{2} \mathcal{C} + \frac{\sigma \tau}{2} \mathcal{M} \right)^{-1} \times \\
\times \left( \mathcal{I}(S(\xi, t)) + \mathcal{M} - \frac{\mu \tau}{2} \mathcal{C} - \frac{\sigma \tau}{2} \mathcal{M} \right)
\]
Hence, the matrix \( \frac{\partial S(\xi, T)}{\partial \xi} \) can be obtained as the result of the tangent linear model integration from \( t = 0 \) to \( t = T \), or as the product of time-step matrices (18), (16).

To develop the adjoint of this tangent linear model, we calculate first the adjoint to the Jacobian terms of the (14):
\[
\begin{align*}
< J(\bar{\psi}, \omega), \omega^* > &= - < J(\bar{\psi}, \omega^*), \omega >, \\
< J(\bar{\psi}, \bar{\omega} + \ell), \omega^* > &= - < J(\bar{\omega}^*, \bar{\omega} + \ell), \Delta^{-1} \omega > = \\
&= < J(\bar{\omega} + \ell, \omega^*), \omega >
\end{align*}
\]
Therefore, the adjoint of the linearised Jacobian is
\[
\begin{align*}
\mathcal{J}^*(\mathcal{S}(\xi, t)) \omega^* &= J(\Delta^{-1} \mathcal{S}(\xi, t), \omega^*) - \\
&= \Delta^{-1} \mathcal{J}(\mathcal{S}(\xi, t) + \ell, \omega^*)
\end{align*}
\]
So far, the operators \( \mathcal{E}_+ \), \( \mathcal{E}_- \) are self-adjoint as well as their inverses, the adjoint model can be written
\[
\begin{pmatrix}
\omega_{n+1}^* \\
\omega_n^*
\end{pmatrix} = \begin{pmatrix}
2 \mathcal{T}^*(\mathcal{S}(\xi, t)) \mathcal{E}_+^{-1} & \mathcal{I} \\
\mathcal{E}_- \mathcal{E}_+^{-1} & 0
\end{pmatrix} \begin{pmatrix}
\omega_n^* \\
\omega_{n-1}^*
\end{pmatrix}
\]
(22)
It should be noted here that not only \( \omega_{n-1}^* \) is calculated at each step, but also \( \omega_n^* \) is modified. The modified value is used at the next step to calculate \( \omega_{n-2}^* \).

The last step of the adjoint model integration is the adjoint to the first step of the tangent model (18):
\[
\omega_1^* = \left( \mathcal{M} + \frac{\mu T}{2} \mathcal{C} + \frac{\sigma T}{2} \mathcal{M} \right)^{-1} \times \\
\times \left( \mathcal{T}(\mathcal{S}(\xi, t^1)) + \mathcal{M} - \frac{\mu T}{2} \mathcal{C} - \frac{\sigma T}{2} \mathcal{M} \right) \omega_{n+1}^* + \omega_3^*
\]
(23)
Using the notation of the adjoint model, the expression (13) can be rewritten as
\[
\begin{align*}
\delta \mathcal{J}(\xi, T) &= \mathcal{S}(\xi, T) - \xi, \left[ \frac{\partial S(\xi, T)}{\partial \xi} \right] \delta \xi - \delta \xi > > o(\delta \xi) \\
&= \mathcal{H}(\mathcal{S}(\xi, T) - \xi, \left[ \frac{\partial S(\xi, T)}{\partial \xi} \right] \delta \xi - \delta \xi) + o(\delta \xi) = \\
&= \left( \mathcal{H}(\mathcal{S}(\xi, T) - \xi, \delta \xi) \right) \delta \xi + o(\delta \xi)
\end{align*}
\]
(24)
where \( \left[ \frac{\partial S(\xi, T)}{\partial \xi} \right]^* \) is the matrix of the adjoint model integrated from \( t = T \) to \( t = 0 \) following (22) and (23). Initial conditions for the integration of the adjoint model can be written as \( \omega_{-T}^* = \mathcal{H}(\mathcal{S}(\xi, T) - \xi) \).

The gradient of the functional is the linear part of its variation when variations of the argument are proportional to unitary vectors \( \delta \xi = \varepsilon \varepsilon_i \). So the first \( N \) components of the gradient can be obtained from (24)
\[
\nabla_{\xi} \mathcal{J}(\xi, T) = \left( \mathcal{H}(\mathcal{S}(\xi, T) - \xi) \right) \delta \xi
\]
(25)
and the last component is the partial derivative with respect to \( T \):
\[
\frac{\partial \mathcal{J}(\xi, T)}{\partial T} = \left( \frac{\partial S(\xi, T)}{\partial T} \right), \mathcal{S}(\xi, T) - \xi > > .
\]
(26)

We recall that it follows, from (10) and (1), that
\[
\frac{\partial S(\xi, T)}{\partial T} = \frac{\partial \mathcal{O}(x, y, t)}{\partial t} \big|_{t=T} = \\
\quad = \left( -\mathcal{J}(\psi, \omega + \ell) + \mu \mathcal{F} - \sigma \mathcal{W} + f \right)_{t=T}
\]
(27)
Hence, the last component of the gradient is simply the scalar product of the right-hand side of equation (1) calculated at the final point of the integration, and the difference between the final point and initial point.

Thus the gradient at any given point \( \xi \) and for a given \( T \) can be calculated by the direct model (8) run for time \( T \), scalar product (26) calculation and the adjoint model (22) run. It should be noted here that one has to keep the entire orbit \( S(\xi, t), t \in [0, T] \) for further integration of the adjoint model.

The gradient of \( J(\xi_n, T_n) \) allows us to perform the iterative descent from the point \( \xi_n, T_n \) to the point \( \xi_{n+1}, T_{n+1} \). The minimisation procedure used here was developed by Gilbert and Lemarechal (1989). The procedure uses the limited memory quasi-Newton method.

### 3.2 Numerical realisation.

The initial point of iterations \( \xi_0, T_0 \) can be chosen as an arbitrary point on the attractor of the model. For example, one can integrate the model for an arbitrary time and take the result of the integration as the starting point for iterations. The minimiser prohibits the process divergence, so there exist three possibilities only of the process development:

- the process converges to a minimum with some non-zero \( J \),
- the process converges to a solution already found,
- the process converges to a new solution.

Only the third possibility is considered to be useful, the first two are ignored. Typical realisation of the first possibility is caused by existence of an invariant torus on the attractor. In this case, the procedure converges to the "most periodic orbit" on the torus realising the non-zero minimum. So far, we do not intend to study invariant tori in this paper, all non-zero minima are skipped.

It should be noted that stationary points could also be found by this method because they are a particular case of a periodic orbit with an arbitrary period.

To distinguish the new solution to the procedure from previously found orbits one has to calculate phase-space distances between them. This is necessary because any point on the orbit can be found as its initial point. Moreover, any multiple of \( T \) can be found as the period of the orbit. Obviously, any multiply repeated orbit should be abridged to one cycle. The precision required to stop iterations is \( J < 10^{-20} \). To achieve this precision about 1000-1500 iterations are usually required.
One particularity of this task is the necessity to perform the integration for the exact given value of $T$. Also, the value of $T$ may vary during the descent procedure. To perform numerical run one can choose some fixed number of time steps $N_t$ and calculate the time step length $\tau$ as $\tau = T/N_t$. However, this requires $N_t$ to be sufficiently large that even for largest possible $T$ the value of $\tau$ never exceeds the stability limit of schemes (8) and (22). This can decrease the efficiency of the method due to the need to integrate low-periodic orbits with a very small $\tau$. To avoid this lost of efficiency, we can choose some reasonable value of the time step, which ensures the stability of schemes and allow $N_t$ to vary.

To ensure the stability of the model one has to perform about 10 steps per day. The number of steps is calculated as an integer part of the product $N_t = \lfloor T \times 10 \rfloor$ and $\tau = T/N_t$. This procedure confines $\tau$ between 0.1 day and 0.1 + 0.1/N. The periodic orbits are supposed to be composed of a number of time steps, so the addition of 0.1/N is small and does not violate the stability.

But $N_t$ is an integer and its variations may result in discontinuities of the functional $J$. The jumps of $J$ may occur at any change of $N_t \rightarrow N_t \pm 1$. These jumps are relatively small, thanks to the convergence of the scheme, however they can disturb the iterative descent procedure when $J$ becomes small in the vicinity of its zero. One example of this situation is illustrated in Fig. 2.

However, it is easy to avoid the difficulties related to these discontinuities. One just needs to verify at each iteration that the integration time is close to the point of change of $N_t$. If, in the descent direction, $N_t$ should be changed, the procedure must make this step even if the value of functional increases. Thus the descent process jumps over the discontinuities, and can be continued.

Another numerical aspect we can emphasise is the construction of the adjoint model. As it is known, the Finite Difference (FD) technique leads to the difference between FD of the adjoint model and the adjoint of the FD model (Sirkes and Tziperman, 1997). The first is accurate only within $O(\delta x, \delta t)$ while the second may contain strong computational modes. FE technique of the space discretisation allows us to avoid this difference and to construct an accurate adjoint model. The use of finite differences in time stepping causes the appearance of a computational mode: two-time-step leap-frog mode in the present case. This mode is rather strong in the beginning of the adjoint model integration, however it vanishes after some integration time and one can hardly find any trace of the computational mode at its final point.

This is illustrated in Fig. 3, by evolutions of the enstrophy of the solution of the tangent linear model (solid line) and of the adjoint model (dashed line). Fragments from the beginning and the end of the adjoint model integration are enlarged to show the computational mode clearly. One can see strong leap-frog mode at the beginning of the adjoint model integration (right fragment), although no oscillation can be found at the end of the integration (left fragment).

3.3 Comparison of different methods.

Successful development of the descent procedure depends on the matrix used in the scalar product (12) If $\mathcal{H}$ in (12) is equal to the mass matrix, the scalar product becomes an approximation of the $L_2$ scalar product. If we chose $\mathcal{H} = I$, we work with a simple Euclidian product in the $R^N$ space. In fact, the choice of this matrix results in different preconditioning. The use of the $L_2$ scalar product stipulates the equal weighting of all basin regions, while the $R^N$ product causes the regions with the refined grid to weigh more heavily. It is not obvious which scalar product to choose. They are equivalent in general, but this different weighting may accelerate the convergence of the descent procedure. Thus, if the principal variability of the orbit we look for is concentrated in the "refined region" near the jet stream, it is better to use simple $R^N$ scalar product which emphasises this region. On the other hand, if the variability of the solution is distributed over the total basin, one should choose the $L_2$ scalar product.

Along with approximation of the $L_2$ scalar product, we can use the approximation in the $H^{-1}$ space, i.e. the energy of the solution is considered as its norm instead of the enstrophy.

$$\langle \omega, \varphi \rangle = \int \int_\Omega \Delta^{-1} \omega \varphi \mathrm{d}x \mathrm{d}y.$$ 

In this case the matrix $\mathcal{H}$ must be chosen as $\mathcal{H} = MC^{-1}M$.

To compare the minimisation procedure with now common Newton-type methods a reference search has been
Table 1. Number of iterations and CPU time necessary for different descent procedures.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\mathcal{H} = \mathcal{M}$ (entrergy)</th>
<th>$\mathcal{H} = \mathcal{MC}^{-1}\mathcal{M}$ (energy)</th>
<th>$\mathcal{H} = I$ ($\mathcal{R}^N$)</th>
<th>Newton method</th>
<th>Damped Newton</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of iterations</td>
<td>$&gt; 2000$</td>
<td>$910$</td>
<td>$737$</td>
<td>diverges</td>
<td>69</td>
</tr>
<tr>
<td>CPU time</td>
<td>$&gt; 115$</td>
<td>$51.4$</td>
<td>$41.6$</td>
<td>-</td>
<td>465</td>
</tr>
<tr>
<td>Operations per iteration</td>
<td>$O(N^{3/2})$</td>
<td>$O(N^{3/2})$</td>
<td>$O(N^{3/2})$</td>
<td>$O(N^3)$</td>
<td>$O(N^3)$</td>
</tr>
</tbody>
</table>

Fig. 3. Evolution of entrophy of the solution of the tangent linear model (solid line) and of the adjoint model (dashed line). Enlarged fragments from the beginning and the end of the adjoint model integration.

performed beginning with the same initial conditions. The initial state was chosen as an arbitrary state situated not far from the periodic orbit with $T = 120.034$. Initial $T$ was taken as $T_0 = 112.8$ with the value of functional $J_0 = 98$.

Five methods have been compared in this search. The first three methods are realisations of the procedure described above. The use of the $L_2$ scalar product ($\mathcal{H} = \mathcal{M}$) in the functional definition results in a very slow convergence of the algorithm. In this experiment, the descent procedure does not converge after 2000 iterations. This becomes clear if we note that the variability of the orbit is concentrated in a very small region near the jet stream. This is in agreement also with the result obtained for the variational data assimilation by Luong (1995) who shows that the entrophy is not a good norm for the data assimilation procedure.

Following (Luong, 1995), one can hope for more rapid convergence with the approximation of the $\mathcal{H}^{-1}$ scalar product, ($\mathcal{H} = \mathcal{MC}^{-1}\mathcal{M}$) and this takes place. The process converges after 910 estimations of the functional in 51.4 minutes of CPU time.

However, there is another way to get more rapid convergence. As has been mentioned, the grid refinement near the Western boundary allows us to emphasise the region near the jet stream. In the third run Euclidian product in $\mathcal{R}^N$ space ($\mathcal{H} = I$) was used. Minimisational procedure in this example requires 737 estimation of the value of $J$ and its gradient and the CPU time spent for this is 41.6 minutes.

However, we can not definitely state that the difference between scalar products is significant. It is just in this experiment that the simple Euclidian norm corresponds better to the minimisation. Some other configuration of the periodic orbit in search may make another scalar product more advantageous.

The fourth experiment was performed by the classical Newton method. As has been mentioned, this method diverges rapidly from the initial state. The fifth run uses the dumped-Newton method proposed by Zoldi and Greenside (1997a). This method uses a fraction $\alpha \leq 1$ of a Newton correction $x \rightarrow x + \alpha \delta x$. The value of alpha was taken to be $\alpha = 0.02$ if $J > 10$, $\alpha = 0.2$ if $1 < J < 10$ and $\alpha = 1$ if $J < 1$. Of course, the damped-Newton method converges with the lowest number of iterations. Only 69 iterations are necessary to reduce the functional value up to the $10^{-20}$. But these 69 iterations require 465 minutes of CPU time, that is more than 10 times the minimisation procedure.

The comparison of the convergence of these five iterative processes is presented in the table 1.

4 Periodic orbits, predictability and attractor.

The idea to approximate the chaotic attractor properties by means of unstable periodic orbits is not new. The important role played by periodic orbits was noted already by H. Poincaré (1892) and E. Hopf (1942). This interest reappears in modern studies. The possibility of studying the strange attractors of dynamical systems by means of periodic orbits is discussed in (Auerbach et al., 1987). Unstable periodic orbits have been found for higher dimensional systems (Kuramoto-Sivashinsky equation with $N=100$) (Zoldi and Greenside, 1997a). The first steps have been performed to distinguish periodic orbits in geophysical systems by Jiang et al. (1995), Wang and Fang (1996), Itoh and Kimoto (1996), Jiang and Ghil (1997).

In this paper, we try to use low-period orbits to approximate such simple attractor characteristics as its dimension, average values of some solution parameters and their probability density functions (PDF).

4.1 Periodic orbits examples.

To get an idea of the attractor of the model, we first perform its long-time integration. The mean streamfunc-
tion pattern obtained in this run is presented in fig.4A. As one can easily see, the pattern is antisymmetric with respect to the middle line of the basin ($y = 2000$ km). This symmetry in the long-time average is not surprising. The barotropic model subjected to symmetrical forcing in a square possesses an obvious symmetry; the transformation $\psi(x, y) \rightarrow -\psi(x, -y)$ does not change the system. So its global attractor must possess this symmetry; for any point $\xi(x, y)$ on the attractor, the point $-\xi(x, -y)$ also belongs to the attractor. Hence, if the system is ergodic, the attractor average must form an anti-symmetrical pattern as we can see in fig.4A.

However, only a long-time averaged solution is antisymmetric. For the above model parameters 5000 years of integration is necessary to get an antisymmetric pattern. A typical short-time model run provides a non-symmetric pattern with the jet-stream directed slightly to the South or to the North. An example of 50 years averaged streamfunction is presented in fig.4B. One can easily see the non symmetry of the jet, which is directed to the South-East. The principal model variability associated with the jet meandering is concentrated below the middle line of the domain.

Obviously, the set of states with the jet directed to the North-East and the variability concentrated above the middle line belongs to the attractor also. In fact, the attractor is composed of two basins of attraction. The model spends its time either in one basin with the jet directed to the South-East, or in another one, with the jet directed to the North-East.

The model is in the chaotic regime. This fact is illustrated by the energy spectrum of the solution in fig.5. Spectral density decreases with frequency. To distinguish principal modes of the variability in this system, we perform the Empirical Orthogonal Functions (EOF) analysis (see Preisendorfer (1988) for a full technical description). We look for an orthogonal basis in the phase space of the model. Each vector of this basis points out the largest variance of the model solution in the subspace orthogonal to the previously found vectors. This basis can be found as the eigen basis of the covariance matrix.

$$C\phi_n = \lambda_n \phi_n,$$

$$C_{i,j} = \frac{1}{T} \int_0^T (M \psi_i \psi_j dt) \tag{28}$$

Eigenvalues $\lambda_n$ show the variance associated with each vector $\phi_n$. We arrange the sequence of eigenvectors, or EOFs, so that their corresponding eigenvalues decrease. EOF vectors have been calculated from a 5000-year model run. This integration provides the first EOF symmetric with respect to the middle line of the domain.

The projection of the model solution on the first EOF vector illustrates transitions between basins of attraction with different directions of the central jet. In fact, if the jet is directed to the North-East then the projection on the first EOF is positive, otherwise the projection is negative. This is caused by the symmetry of the first EOF with respect to the middle line.

One can see in fig.6 that transitions between these two basins occur irregularly. The lifetime of the model solution in each basin may vary from several dozens to several hundreds years. These rare transitions break the
symmetry of short time averages of the model solution. Several thousand years integration is necessary to get a number of transitions between these basins and an antisymmetric model average.

This fact provides bimodal PDF of the projection of solution on the first EOF (fig.14A) with two clear maxima. One of these maxima corresponds to the negative projection on the EOF, or to the South-Eastern direction of the jet and the other occurs at positive projection or the North-East jet direction.

This fact has been explained in Dymnikov et al. (1998) by the sequence of bifurcations during the transition of the model to chaos due to increasing the forcing amplitude. However, the evidence of this bimodality can be seen from the periodic orbits configuration.

Three types of orbits have been distinguished on the model attractor from the point of view of symmetry of their averages. The first type includes orbits with the streamfunction antisymmetric with respect to the middle line at any time. Obviously, their average is also antisymmetric. Orbits of the second type allow the jet to be directed both to the South and to the North, resulting in the antisymmetric average. Orbits of the third type are not symmetric. It can be noted here, that the transformation $\xi(x, y) \rightarrow -\xi(x, -y)$ does not change orbits of first two types. Any point on the orbit of the first type is antisymmetric, so $\xi(x, y) = -\xi(x, -y)$. The transformation of an orbit of the second type results in the same orbit shifted one-half period: $S(\xi(x, y), \frac{T}{2}) = -\xi(x, -y)$. Orbits of the third type are not conserved in this transformation. The transformation applied to any non-symmetric orbits produces the distinct periodic orbit with the same period.

Two orbits of the first type with periods $T = 38.14$ and $T = 76.6$ days are found. One of them ($T = 76.6$ days) is chosen as an example. Its period averaged streamfunction is presented in fig.7A. The "y-t" diagram of the evolution of the streamfunction values at $x = 500$ km (fig.7B) shows that the solution is always antisymmetric.

One orbit of the second type is found. Its period is $T = 41.33$ day. One can see, the period averaged streamfunction of this orbit is antisymmetric (fig.8A). However, the "y-t" diagram of the streamfunction at $x = 500$ km (fig.8B) shows that the streamfunction is not always antisymmetric. The "x-t" diagram of the same orbit illustrates the variability of the streamfunction on the middle line, $y = 2000$ km in fig.10A.

28 pairs of orbits of the third type are found with periods from 85 to 500 days. One example (orbit with $T = 240.5$ days) is shown in fig.9. Neither period averaged streamfunction (fig.9A), nor its "y-t" diagram are antisymmetric. Complex variability of the streamfunction on the middle line ($y = 2000$ km) is shown in fig.10B.

Trajectories of the last two examples are plotted in three-dimensional space of the first 3 EOFs (fig.11). One can see that the projection on the first EOF always remains positive for the non-symmetric orbit $T = 240.5$ (fig.11B) while it changes sign for the orbit $T = 41.3$ (fig.11A).

In addition to this, four stationary solutions were found on the attractor of the model. One of them is perfectly antisymmetric with respect to the middle line, the other three possess no symmetry.

4.2 Reconstruction of the attractor properties.

Instability characteristics of periodic orbits are essential quantities, which help to approximate the attractor properties. In this paper, we shall evaluate the instability of orbits in order to verify two hypotheses. The first hypothesis related to the appearance of intermittent oscillations of the model solution and their predictability. The second consists of an approximation to attractor parameters such as dimension and PDF of model solution functionals.

To measure the instability of a periodic orbit we use the sum of positive Lyapunov exponents as a characteristic of the divergence rate of nearby trajectories close to the periodic one. They are based on the eigenvalues of the operator of the tangent linear model (14) linearised around the periodic orbit.

Lyapunov exponents can be calculated as the limit

$$\mu_i = \lim_{t \to \infty} \frac{1}{2t} \ln \lambda_i(G^*_t \times G_t)$$

where $A(S(\xi, t))$ denotes the time step matrices of (16) and (18) and $\lambda_i(G)$ are eigenvalues of $G$. The limit in the definition of the Lyapunov exponents causes difficulties in their calculation due to the necessity of performing a very long time integration. However, the use of periodic orbits can simplify this problem because, for any of them, this limit can be calculated in finite time thanks to periodicity. So far, as we know the same orbit will
Fig. 7. Example of an orbit of the first type (always antisymmetric orbit). Orbit with period $T = 76.6$ days. Period-average streamfunction (A) and "y-t" diagram of the streamfunction at $x = 500$ km during one period (B).

Fig. 8. Example of an orbit of the second type (orbit with antisymmetric average). Orbit with period $T = 41.3$ days. Period-average streamfunction (A) and "y-t" diagram of the streamfunction at $x = 500$ km during one period (B).

Fig. 9. Example of an orbit of the third type (asymmetric orbit). Orbit with period $T = 240.5$ days. Period-average streamfunction (A) and "y-t" diagram of the streamfunction at $x = 500$ km during one period (B).
be repeated all the time, we replace the limit \( \lim_{n \to \infty} \) by \( \lim_{n \to \infty} \), where \( n \) is the number of repetition of the orbit. So

\[
\mu_i = \lim_{n \to \infty} \frac{1}{2nT} \ln \lambda_i \left( (G_T^n)^n \times (G_T)^n \right) = \\
\frac{1}{T} \ln |\lambda_i(G_T)|
\]

(30)

Thus, the Lyapunov exponents are related to the Floquet multipliers and can be calculated within one period integration. These Lyapunov exponents can be used to calculate the local attractor dimension by the Kaplan-Yorke formula.

\[
\text{Dim}_{\text{local}} = J + \frac{\sum \mu_i}{|\mu_{j+1}|}
\]

(31)

where \( J : \sum_{i=1}^{J} \mu_i \geq 0, \) but \( \sum_{i=1}^{J+1} \mu_i < 0 \)

(32)

As it was mentioned in the introduction, the study of the stationary points of the system of the barotropic atmosphere and the corresponding quasi-stationary régimes of atmospheric circulation brought fruitful results in the domain of analysis and a priori estimates of the lifetime of such régimes.

These estimates are based on the supposition that a quasi-stationary régime arises when the trajectory approaches an unstable equilibrium through its stable manifold and withdraws from it through the unstable one. It is natural to deduce that the mean duration of the trajectory's stay in the vicinity of an equilibrium is proportional to the characteristics of the unstable manifold of the equilibrium. Hence, the mean duration of the circulation régime becomes proportional to the instability characteristics.

In this model study we try to develop this idea and apply it to the periodic solutions, and consequently to define quasi-oscillatory régimes. The existence of such régimes is a well studied phenomenon in physical systems like the atmosphere or an ocean. However, the question is open whether they can be explained by the presence of an unstable periodic orbit nearby.

We shall use the hypothesis that a quasi-oscillatory régime arises when the trajectory approaches an unstable periodic orbit. Similar to equilibria studies, the time spent in the vicinity of a periodic orbit is supposed to be inversely proportional to the instability characteristics of the periodic orbit. The instability characteristic used here is the sum of positive Lyapunov exponents of the orbit. This value was chosen following the predictability studies of stationary points. However, when
the closed orbit is considered instead of an equilibrium, it is reasonable also to suppose that the time spent in the vicinity is directly proportional to the volume of the vicinity, i.e. to its length, or its period.

In order to verify this hypothesis, the fraction of time spent by the trajectory in the vicinity is estimated directly. We define \( \epsilon \)-vicinity of the periodic orbit as a torus centred on the orbit with circular section of radius \( \epsilon \). Any penetration of the trajectory into a periodic orbit’s vicinity during 5000 years integration is registered and the time the trajectory spent in the vicinity is measured. The fraction of time is obtained as the relation of the time spent in the vicinity to the total integration time.

By definition, Lyapunov exponents represent the divergence rate of infinitesimal perturbation. Therefore, the relationship between them and the time spent in the vicinity is not straightforward due to finiteness of real vicinity and due to possible non-symmetry of the operator \( G \) which leads to the "super-exponential error growth" (Nicolis et al., 1995). However, the Lyapunov exponents remain good estimates of the fraction of time spent in finite vicinity for the barotropic ocean model.

The choice of radius of the vicinity is somewhat ambiguous. If the vicinity is too large, linear theory on which the Lyapunov exponents are based may fall to approximate non-linear dynamics. On the other hand, a very long time integration is required to get a statistically significant estimate of the fraction of time spent in a small vicinity. In this paper, the radius of the vicinity was taken as 0.04, that is approximately \( 10^{-3} \) of the attractor characteristic diameter.

In fig. 12, one can see the relationship between the fraction of time spent in the vicinity of the periodic orbit and the value \( w_i \) equal to the period of the orbit divided by sum of its positive Lyapunov exponents. One can see that the correlation between these values remains high (0.93 ± 0.05) for the vicinity as large as 0.04.

Another attractor characteristic, that we can approximate with periodic orbits, is the dimension. The fractal dimension has been calculated directly for this model in Dymnikov et al. (1998) by the Kaplan-Yorke formula and found to be equal to \( D = 5.8 \pm 0.2 \). In this paper, we approximate this dimension by weighted averages of local attractor dimensions of particular orbits.

Zoldi and Greenside (1997a) have suggested using weights equal to the inverses sums of positive Lyapunov exponents. The reasoning of this is clear; less unstable orbits must be weighted more heavily. So the attractor dimension is approximated as

\[
\text{Dim}_{\text{approx}}^{(N)} = \frac{\sum_i w_i \text{Dim}_{PO_i}}{\sum_i w_i}, \quad w_i = \frac{1}{\sum_j \lambda_{i,j}^+} \quad (33)
\]

However, it is reasonable also to suppose that orbits with longer periods must be weighted more heavily as they are longer and should provide a greater contribution to the total sum. Thus, the weights in this paper are chosen to be proportional to the period of the orbit and inversely proportional to its sum of positive Lyapunov exponents:

\[
\text{Dim}_{\text{approx}}^{(N)} = \frac{\sum_i w_i \text{Dim}_{PO_i}}{\sum_i w_i}, \quad w_i = \frac{T_i}{\sum_j \lambda_{i,j}^+} \quad (34)
\]

The approximated dimension, calculated using a different number of periodic orbits, is presented in fig. 13. Local attractor dimensions associated with particular periodic orbits are marked by dots. One can see that they may vary over a wide range from 4.2 to 18. However, the weighted mean \( \text{Dim}_{\text{approx}}^{(N)} \) calculated for different numbers \( N \) of periodic orbits, converges to the value of 5.8. In fact, 25 pairs of orbits with period lower than 400 days are sufficient to approximate the global dimension with 5% accuracy.

Along with the attractor dimension, we can try to approximate the distributions, or the probability density functions (PDF) of some solution parameters on the attractor.

The distributions can be calculated directly from the long orbit. However, a long integration of the model must be performed to obtain sufficient accuracy due to the slow convergence to the limit. To avoid the necessity of the long model integration, we can use periodic orbits to approximate these distributions. This kind of reconstruction of the PDF has been performed for the Lorenz model by Zoldi (1998) as weighted averages of particular distributions of this parameter on periodic orbits. The weights used in Zoldi (1998) are the same as (33). However, we can get better result for the approximation using weights proportional to the period of the orbit:

\[
\eta_{\text{approx}}^{(N)} = \frac{\sum_i w_i \eta_i}{\sum_i w_i}, \quad w_i = \frac{T_i}{\sum_j \lambda_{i,j}^+} \quad (35)
\]

where \( \eta_i \) is the PDF obtained for the \( i \)th orbit.
In order to compare the reconstruction of distributions realised by (34) and (35) with the reconstruction proposed by Zoldi and Greenside (1997a), we perform both reconstructions and compare their differences with the value calculated from a long trajectory. This comparison is presented in the table 2.

One can see that the error obtained when approximations (34), (35), are used is about 2 times lower in all calculations so we use it for the PDF reconstructions.

We compare the PDF of enstrophy and PDF of the projection on the first EOF vector, calculated directly from a long time integration and approximated PDFs obtained as a weighted average of PDFs for a limited number of low-period periodic orbits. The direct calculation has been performed for 5000 years. This reconstruction was performed using two orbit sets. The first set is composed of 11 lowest period orbits only, i.e. 3 antisymmetric orbits of the first two types and 4 pairs of non-symmetric orbits of the third type. The second set includes all 59 found orbits (3 antisymmetric and 28 pairs). The result of comparison is presented in fig.14. We note, that 11 orbits are not sufficient to obtain a good approximation. The difference between the PDF calculated directly and the reconstructed one reaches 35% due to the presence of numerous spurious maxima and minima in the reconstructed PDF. However, the approximation by 59 orbits provides much a better approximation with an error of order of 5%.

5 Conclusion

The numerical method used to calculate periodic orbits allows us to find some low-period orbits for simple models of the atmosphere and ocean like barotropic or multi-level quasi-geostrophic ones. Implementation of this method requires similar techniques to the data assimilation procedure, which is very well developed for this kind of model.

The knowledge of low-period periodic orbits allows us to approximate some attractor properties which are difficult to calculate directly. As is shown, only a few orbits are sufficient to reconstruct the PDF of the model trajectory or the attractor dimension. The identification of quasi-oscillatory regimes and estimates of their lifetime may be used in predictability studies in a similar manner to the quasi-stationary regimes theory. High correlation between stability measures and the time spent in the vicinity of periodic orbits may allow the use of these orbits and their stability characteristics as an approximation of the invariant measure on the attractor in some cases. In fact, this approximation can be justified only when the periodic orbits set is dense on the attractor of the model.

However, there exist a number of open questions. First of all, concerning the properties of the original model presented as a system of partial differential equations (PDE). Even if we know that an unique solution exists and also an attractor of a PDE system, the question of existence of periodic orbits should be studied carefully. The question of convergence of orbits of the discretised system to orbits of the original PDE system is open also. Moreover, the density of periodic solutions on the maximal attractor is less evident, even for discretised system. The presence of an unstable invariant torus on the attractor may lead to the fact that orbits are dense on some attractor subsets. Hence it is not evident that either the whole attractor set can be approximated by orbits, or a subset of the attractor only.

The orbits encoding, application of symbolic dynamics and possible cycle expansion (see for example Arutso et al. (1990)) allow us to estimate easily many attractor properties and the predictability characteristics for simple systems like the Lorenz one (Eckhard and Ott. 1994), (Franceschini et al., 1993). In particular, encoding of periodic orbits allows us to know whether all the solutions with periods $T_o$ less than some $T_0$ have been found or not. For any missing orbit, we can get a good initial guess for the descent procedure and thus find it. Application of the cycle expansion theory allows us to approximate missing orbits with higher periods and even the total periodic orbits set. However, the symbolic dynamics of orbits of a high dimensional system obtained after discretisation of a PDE system is difficult (or impossible) to understand.
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Table 2. Comparison of different weighting in the approximation of model averages.

<table>
<thead>
<tr>
<th></th>
<th>Attractor dimension</th>
<th>Mean enstrophy</th>
<th>Dispersion enstrophy</th>
<th>Mean EOF</th>
<th>Dispersion EOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long time</td>
<td>5.8</td>
<td>$1.80 \times 10^{-12}$</td>
<td>$7.27 \times 10^{-14}$</td>
<td>-6.19</td>
<td>349.5</td>
</tr>
<tr>
<td>Approx. by (34), (35)</td>
<td>5.9</td>
<td>$1.80 \times 10^{-12}$</td>
<td>$7.35 \times 10^{-14}$</td>
<td>-6.19</td>
<td>350.8</td>
</tr>
<tr>
<td>Approx. by (33)</td>
<td>6.0</td>
<td>$1.80 \times 10^{-12}$</td>
<td>$7.41 \times 10^{-14}$</td>
<td>-6.18</td>
<td>352.2</td>
</tr>
<tr>
<td>Error in (34), (35)</td>
<td>0.1</td>
<td>$2 \times 10^{-16}$</td>
<td>$8 \times 10^{-16}$</td>
<td>$5 \times 10^{-2}$</td>
<td>1.3</td>
</tr>
<tr>
<td>Error in (33)</td>
<td>0.2</td>
<td>$4 \times 10^{-16}$</td>
<td>$1.6 \times 10^{-15}$</td>
<td>$1 \times 10^{-2}$</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Fig. 14. PDF of the projection of the model trajectory on the 1st EOF (A) and PDF of enstrophy (B). PDF calculated directly is drawn by the solid line. Reconstructed PDF with 11 orbits ($n_{approx}$) is drawn by a dashed line with long dashes. Reconstructed PDF with 59 orbits ($n_{approx}$) is drawn by a dashed line with small dashes.

Russian Lyapunov Institute.

References


Dymnikov, V. and Kazantsev, E., On the attractor structure generated by the system of equation of the barotropic atmosphere., Izvestiya, Atmospheric and Oceanic Physics, 29, 1993.
Jiang, S. and Gihl, M., Tracking nonlinear solutions with simulated altimetric data in a shallow-water model, Journal of the


